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ABSTRACT

Block tridiagonal systems of linear equations occur frequently in
scientific computations, often forming the core of more complicated prob-
lems. Numerical methods for solution of such systems are studied with
emphasis on efficient methods for a vector computer. A convergence theory
for direct methods under conditions of block diagonal dominance is developed,
demonstrating stability, convergence and approximation properties of direct
methods. Block elimination (LU factorization) is linear, cyclic odd-even
reduction is quadratic, and higher-order methods exist. The odd-even
methods are variations of the quadratic Newton iteration for the inverse
matrix, and are the only quadratic methods within a certain reasonable
class of algorithms. Semi-direct methods based on the quadratic conver-
gence of odd-even reduction prove useful in combination with linear itera-
tions for an approximate solution. An execution time analysis for a pipe-
line computer is given, with attention to storage requirements and the

effect of machine constraints on vector operations.
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1. INTRODUCTION

Block tridiagonal matrices are a special class of matrices which arise
in a variety of scientific and engineering computations, typically in the
numerical solution of differential equations. For now it is sufficient to

say that the matrix looks like

By ey
a, b, o
a b c
i 3 3 % ’

where b, is an n, X n, matrix and a_,, ¢, are dimensioned conformally. Thus
1 i i Nt i N
the full matrix A has dimension (, n,) x ( n_).
— J i J
j=1 J=1

In this thesis we study numerical methods for solution of a block tri-
diagonal linear system Ax = v, with emphasis on efficient methods for a
vector-oriented parallel computer (e.g., CDC STAR-100, Illiac IV). Our
analysis primarily concerns numerical properties of the algorithms, with
discussion of their inherent parallelism and areas of application. For
this reason many of our results also apply to standard sequential algo-
rithms. A unifying analytic theme is that a wide variety of direct and
iterative methods can be viewed as special cases of a general matrix itera-
tion, and we make considerable use of a convergence theory for direct
methods. Algorithms are compared using execution time estimates for a

simplified model of the CDC STAR-100 and recommendations are made on this

basis.
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There are two important subclasses of block tridiagonal matrices,
depending on whether the blocks are small and dense or large and sparse.
A computational method to solve the linear system Ax = v should take
into account the intermal structure of the blocks in order to obtain
storage economy and a low operation count. Moreover, there are impor-
tant applications in which an approximate solution is satisfactory.

Such considerations often motivate iterative methods for large sparse

systems, especially when a direct method would be far more expensive.
Since 1965, however, there has been an increased interest in the

direct solution of special systems derived from two-dimensional elliptic
partial differential equations. With a standard five-point finite differ-
ence approximation on a rectangular grid, the a;, ¢, blocks are diagonal

and the bi blocks are tridiagonal, so A possesses a very regular sparse
structure. By further specializing the differential equation more struc-
ture will be available. 1Indeed, the seminal paper for many of the impor-
tant developments dealt with the simplest possible elliptic equation. This
was Hockney's work [H5], based on an original suggestion by Golub, on the
use of Fourier transforms and the cyclic reduction algorithm for the solu-
tion of Poisson's equation on a rectangle. For an n X n square grid Hockney
was able to solve Ax = v in 0(n3) arithmetic operations, while ordinary band-
matrix methods required O(na) operations. Other O(n3) methods for Poisson's
equation then extant had considerably larger asymptotic constants, and the
new method proved to be significantly less time-consuming in practice. Sub-
sequent discovery of the Fast Fourier Transform and Buneman's stable version
of cyclic reduction created fast (O(n2 log n) operations) and accurate

methods that attracted much attention from applications programmers and

il
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numerical analysts [B20], [D2], [H6]. The Buneman algorithm has since
been extended to Poisson's equation on certain nonrectangular regions*
and to general separable elliptic equations on a rectangle [S6], and well-
tested Fortran subroutine packages are available (e.g., [S8]). Other
recent work on these problems includes the Fourier-Toeplitz methods [F2],
and Bank's generalized marching algorithms [B5]. The latter methods work
by controlling a fast unstable method, and great care must be taken to
maintain stability.

Despite the success of fast direct methods for specialized problems
there is still no completely satisfactory direét method that applies to a
general nonseparable elliptic equation. The best direct method available
for this problem is George's nested dissection [Gl], which is theoreti-
cally attractive but apparently hard to implement. Some interesting tech-
niques to improve this situation are discussed by Eisenstat, Schultz and
Sherman [E1] and Rose and Whitten [R5] among others. Nevertheless, in
present practice the nonseparable case is still frequently solved by an
iteration, and excellent methods based on direct solution of the separable
case have appeared (e.g., [C4], [C5]). The multi-level adaptive techniques
recently analyzed and considerably developed by Brandt [B13] are a rather

different approach, successfully combining iteration and a sequence of dis-

cretization grids. Brandt discusses several methods suitable for parallel
computation and although his work has not been considered here, it will
undoubtedly play an important role in future studies. The state-of-the-art
for solution of partial differential equations on vector computers is sum-

marized by Ortega and Voigt [01].

*References include [B19], [Dl], (857, [S7], [S9].




With the application area of partial differential equations in mind,

the major research goal of this thesis is a general analysis of direct

block elimination methods, regardless of the sparsity of the blocks. As

a practical measure, however, the direct methods are best restricted to
cases where the blocks are small enough to be stored explicitly as full
matrices, or special enough to be handled by some storage-efficient im-

plicit representation. Proposed iterative methods for nonseparable ellip-

tic equations will be based on the ability to solve such systems efficiently.

Qur investigation of direct methods includes the block LU factoriza-
tion, the cyclic reduction algorithm (called odd-even reduction here) and
Sweet's generalized cyclic reduction algorithms [S10], along with varia-
tions on these basic themes. The methods are most easily described as a
sequence of matrix transformations applied to A in order to reduce it to
block diagonal form. We show that, under conditions of block diagonal
dominance, matrix norms describing the off-diagonal blocks relative to
the diagonal blocks will not increase, decrease quadratically, or decrease
at higher rates, for each basic algorithm, respectively. Thus the algo-
rithms are naturally classified by their convergence properties. For the
cyclic reduction algorithms, quadratic convergence leads to the defini-
tion of useful semi-direct methods to approximate the solution of Ax = v.
Some of our results in the area have previously appeared in [H2].

All of the algorithms discussed here can be run, with varying degrees

of efficiency, on a parallel computer that supports vector operatioms. By

this we mean an array processor, such as Illiac IV, or a pipeline processor,

such as the CDC STAR-100 or the Texas Instruments ASC. These machines
fall within the single instruction stream-multiple data stream classifica-

tion of parallel computers, and have sufficiently many common features to




make a general comparison of algorithms pc:sible. However, there are

also many special restrictions or capabilities that must be considered
when designing programs for a particular machine. Our comparisons for
a simplified model of STAR indicate how similar comparisons should be

made for other machines. For a general survey of parallel methods in

linear algebra plus background material, [H3] is recommended.

In almost every case, a solution method tailored to a particular
problem on a particular computer can be expected to be superior to a
general method naively applied to that problem and machine. However,
the costs of tailoring can be quite high. Observations about the behav-
ior of the general method can be used to guide the tailoring for a later
solution, and we believe that the results presented here will allow us

to move in that direction.

PP NN Tt v

1.A. Summary of Main Results

Direct methods for solution of block tridiagonal linear systems are
discussed in Sections 3-6, semidirect methods in Section 7, and iterative

methods in Section 8. Preliminaries (analytic tools and models of paral-
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lel computation) are in Section 2 and remarks on certain applications are
in Section 9. Implementation of algorithms on a parallel computer is
discussed in Section 10.

We consider direct methods as a sequence of transformations applied
to the linear system Ax = v with the intention of simplifying its struc-
ture. The matrix B[A] =1 - (D[A])-lA, where D[A] is the block diagonal
part of A, is shown to be important for stability analysis, error propaga-
tion in back substitutions, and approximation errors in semidirect and

iterative methods. We appear to be the first to systematically exploit




B[A] in the analysis of direct and semidirect methods, though it has long
been used to analyze iterative methods.

Under the assumption I|B[A]‘I< 1, when a direct method generates a
sequence of matrices Mi with ||B[Mi+1}H s H B[Mi]IL we classify the method
as linear, and if IIB[M1+1]||S ||B[Mi]2||or ]|B[Mi]|F we say that it is
quadratic. The =-norm is used throughout; extension to other norms would
be desirable but proves quite difficult.

The block LU factorization and block Gauss-Jordan elimination are
shown to be linear methods, and their properties are investigated in Sec-
tion 3.  Sample results are stability of the block factorization when
|| BfA]]] < 1, bounds on the condition numbers of the pivotal blocks, and
convergence to zero of portions of the matrix in the Gauss-Jordan algorithm.

The methods of odd-even elimination and odd-even reduction, which are
inherently parallel algorithms closely related to the fast Poisson solvers,
are shown to be quadratic, and are discussed in Section 4. Odd-even elim-
ination is seen to be a variation of the quadratic Newton iteration for
A-l, and odd-even reduction can be considered as a special case of Hageman
and Varga's general cyclic reduction technique [H1l], as equivalent to
block elimination on a permuted system, and as a compact form of odd-even
elimination. We also discuss certain aspects of the fast Poisson solvers
as variations of the odd-even methods.

In Section 5 we show that the odd-even methods are the only quadratic
methods within a certain reasonable class of algorithms. This class in-
cludes all the previous methods as particular cases of a general matrix
iteration. The relationship between block fill-in and quadratic conver-

gence is also discussed.
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In Section 6 the quadratic methods are shown to be special cases of
families of higher-order methods, characterized by llB[Mi+1]” < || B{Mi]Hp.
We note that the p-fold reduction (Sweet's generalized reduction [S10]) is
equivalent to a 2-fold reduction (odd-even) using a coarser partitioning
of A.

Semidirect methods based on the quadratic properties of the odd-even
algorithms are discussed in Section 7. Briefly, a semidirect method is a
direct method that is stopped before completion, producing an approximate
solution. We analyze the approximation error and its propagation vis-a-vis
founding error in the back substitution of odd-even reduction. Practical
limitations of the semidirect methods are also considered.

In Section 8 we consider some iterative methods for systems arising
from differential equations, emphasizing their utility for parallel com-
puters. Fast Poisson solvers and general algorithms for systems with
small blocks form the basis for iterations using the natural, multi-line
and spiral orderings of a rectangular grid. We also remark on the use of
elimination and the applicability of the Parallel Gauss iteration [T2],
[H&4].

A brief section on applications deals with two situations in which
the assumption lb{A][[< 1 is not met, namely curve fitting and finite ele-
ments, and in the latter case we describe a modification to the system
Ax = v that will obtain |[BA][| < 1.

Methods for solution of block tridiagonal systems are compared in Sec-
tion 10 using a simplified model of a pipeline (vector) computer. We con-
clude that a combination of odd-even reduction and LU factorization is a
powerful direct method, and that a combination of semidirect and iterative

methods may provide limited savings if an approximate solution is desired.




o S M

A general discussion of storage requirements and the effect of machine
constraints on vector operations is included; these are essential con-

siderations for practical use of the algorithms.

1.B. Notation

Let the block tridiagonal matrix

i
b &
E b3 E = (a., b,, ¢.)
e S e )
b T L, T
&N By
Here bi is an n X n, matrix and a, = 0, ey = 0. The subscript N in the

triplex notation will often be omitted for simplicity. Define

L[A] = (aj: 0, 0),

D[A] = (0, by, 0),

UfA] = (0, O, cJ.)-,1 i o

B[A] = 1 - (D[A]) A = (-bj aj, 0, -bj cj),
C[A] = I - A(D[A] ! = (-ajbgfl, 0, 'Cjb3i1)°

Use of these notations for general partitioned matrices should be evident;
nonsingularity of D{A] is assumed in the definitions of B and C. B[A] is

the matrix associated with the block Jacobi linear iteration for the solu-
tion of Ax = v. It also assumes an important role in the study of certain

semidirect methods and will be central to our analysis of direct methods.




We further define Ej = diag(0,...,0, I, 0,...,0), where the I is

nj X nj and occurs in the jth block diagonal position. Pre- (post-) mul-
tiplication by Ej selects the jth block row (column) of a matrix, so that,
N N
for example, D[A] = E_AE., D[AJE, = E.U{A], and E, L[A] E, = 0.
o, s (R j j Gt o j
i=1 j=1i
For an nXn matrix M and an n-vector v, let

- n
pi(M) =;j=1|mij|’

g T
v = ~i=1|mijl = 2,000,

[| M| = max, p; (M), the =norm,
gy

J lly= w00 = €L

e g

n
AL
M| = (|mij|), and

o(M) = the spectral radius of M.

The reader should take care not to confuse row sums (pi(M)) with the spec-
) -1 =1
tral radius (p(M)). When A = (aj, bj’ cj), let A(A) = maxj(albj ajll'bj-

The condition A(A) < 1 will be used as an alternative to || B[A][[< 1.
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2. SOME INITIAL REMARKS

2.A. Analytic Tools

Much of the analysis presented in later sections involves the matrix
B[A]. Why should we consider this matrix at all?

First, it is a reasonably invariant quantity which measures the diag-
onal dominance of A. That is, if E is any nonsingular block diagonal matrix

conforming with the partitioning of A, let A* =EA, so B* = B[A¥] = I-D*-IA*

=il =

=T- (ED) (EA) =1 -1D 1A = B. Thus B[A] is invariant under block scal-
ings of the equations Ax = v. On the other hand, B is not invariant under
1

a change of variables y = Ex, which induces A' = AE~ We have

B' = B[A'] = EBE-l, and for general A and E only the spectral radius p(B)
is invariant. Similarly, C[A] measures the diagonal dominance of A by
columns, and is invariant under block diagonal change of variables but not
under block scaling of the equations.

Secondly, one simple class of parallel semidirect methods (Section 7)
can be created by transforming Ax = v into A*x = vk, A* = MA, v¥ = Mv for
some matrix M, where || B[A*]|| << || B{A]||. This transformation typically
represents the initial stages of some direct method. An approximate solu-
tion y = D[A*]-lv* is then computed with error x - y = B[A*]x, so |B[A*]||
measures the relative error. Thus we study the behavior of B[A] under
various matrix transformations.

Thirdly, B[A] is the matrix which determines the rate of convergence
of the block Jacobi iteration for Ax = v. This is a natural parallel itera-
tion, as are the faster semi-iterative methods based on it when A is posi-

tive definite. It is known that various matrix transformations can affect

the convergence rates of an iteration, so we study this property.
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Finally, B[A] and C[A] arise naturally in the analysis of block elim-
ination methods to solve Ax = v. C represents multipliers used in elimina-
tion, and B represents similar quantities used in back substitution. In
order to place upper bounds on the size of these quantities we consider
the effects of elimination on || B[A]][.

Since we will make frequent use of the condition || B{A]||< 1 we now

discuss some conditions on A which will guarantee that it holds.

Lemma 2.1. Let J = Jl + J2

satisfies K = J;K + J,. Then || 3l < 1 implies p; (K) = oi(J) for 1 < i <n,

and so || k|| s J

be order n, [J[ = |J1| + |J2l, and suppose K

Proof. From |J1| + lle = |J| we have oi(Jl) + pi(JZ) = pi(J) for 1 i <n.
From X = J,K + J, we have oi(K) < oi(J1)||K||+ oi(J2)' Suppose || K|| = 1.
Then o, (K) < o, (ID | K[|+ 0,3 [[ k|| = o, D [| k]| = || J]| | K]}, which implies
[| |l = | 3] I )] and 1 = || J||, a contradiction. Thus || K|/ < 1 and

pi(K) < Ji(Jl) + ~°i(J2) = pi(J). QED.

We note that if pi(Jl) # 0 then we actually have 0. (K) < p.(J) and
if pi(Jl) = 0 then oi(K) = Di(JZ) = pi(J). It follows that if each row of
J1 contains a nonzero element then ||K||< H J||- These conditions are rem-
iniscent of the Stein-Rosenberg Theorem ([V3], [H8]) which states that if

J is irreducible, J1 and J, nonnegative, J, # 0 and O(Jl) <1 then 0(J) <1

2 2
implies p(K) < p(J) and p(J) = 1 implies p(K) = 0(J). There are also cor-

respondences to the theory of regular splittings [V3].

Lemma 2.2. Suppose J = (I - S)K + T is order n, |J| = |(I - S)K| + |T|,
0,(8) Sp,(T), 1 <1 <n. Then [ J||< 1 implies p (K) S p,; (I, 1 s1i <n,

and so H KH - H J|L

L
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Proof. For 1 <i <m, p,(T) S o.(T) + o, ((I - K =0,(D = [[J]|<1,
s0 p, (T) < 1. Now, 1> 0,(D = p,((I = K + p,(T) 2o (K) - o, (S)|| Kl
= oi(T) 2 Di(K) + oi(T)(l - || k||). suppose | k|| = pj(K) > 1. Then

Pl pj(K) + p.(T)(1 - pj(K)), and we have 1 < pj(T), a contradiction.

b
Thus || K|| s 1 and 0, (I = 0, (K). QED.

If S =T in Lemma 2.2 then K = SK+ (J - S), [J]| = [(I - S)K]| + |S]
= |J -S| + |s|, so by Lemma 2.1 we again conclude || k|| < || J||.

Similar results hold for the l-norm.

Lemma 2.3. Let J=1J, +J, |J| = !J1| -+ |J2|, and suppose K satisfies

Sl

K=KJ +J,. Then |[J ]|, <1 implies || k||, = || J}.

Proof. Since JT - J{ £ Jg, !Jrl -~ ]J¥| - |J§|, KT = J{KT + J§ and

Il mlf, = {IMT|L we have || J7|| = IIJ[h < 1, and by Lemma 2.1, [ K[|, = Kl
T

< {3l = gl QED.

Lemma 2.4. Suppose J = K(I - S) + T, [J| = [K(I - 8)| + [T], v,(5) v, (D),

1 <isn. Then || J[|j <1 implies [ K[| < || Jfl;-

T

Proof. We have vi(M) = oi(MT), J = (I - ST)KT - TT, so by Lemma 2.2

l|KTI|S I JT|L and the result follows. QED.

To investigate the condition ||B[A]||< 1, we first note that if A is
strictly diagonally dominant by rows then ||B[A]|I< 1 under any partition-

ing of A. 1Indeed, if we take J to be the point Jacobi linear iteration

matrix for A, J =1 - diag(A)-lA, J1 = D], J2 =]J - Jl’ then
) §

| J1H s|lJl<, |3] = |J1| + |J2| and B[A] = (I - Jl)’ Iy, SO

|| Bta3|| = || J|| < 1 by use of Lemma 2.1.
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Now, if we denote the partitioning of A by the vector 1 = (n

1,n2,...,nN)
then the above remark may be generalized. Suppose [I' = (ml,mz,...,mM) rep-
resents another partitioning of A which refines [I. That is, there are inte-
gers 1 = Py < Py < sos < Py = M+l such that n, = pi-l m,. If B[A] and

=Py
B'[A] are defined by the two partitions and IIB'[A]|,<%]} then || B[A]]

< || B'(A]]. This is an instance of the more general rule for iterative
methods that "more implicitness means faster convergence" (cf. [H8, p. 107])
and will be useful in Section 6. Briefly, it shows that one simple way to
decrease || B[A]|| is to use a coarser partition.

Let us consider a simple example to illustrate these ideas. Using

finite differences, the differential equation e ™ W ¥ A = f on [0,1]2,

¥y
A > 0, with Dirichlet boundary conditions, gives rise to the matrix
A= (31, M, -I), M = (-1, 4+M2, =1). By Lemma 2.1, || B{A]|| = || Jall| =
4/(4+Kh2) < 1. Actually, since B[A] is easily determined we can give the
better estimate || B[A]||= 2||M-1,|< 2/(2+Kh2).

Indeed, many finite difference approximations to elliptic boundary
value problems will produce matrices A such that || B[A]||< 1 [v3]; || B[A]]|
will frequently be quite close to 1. This condition need not hold for
certain finite element approximations, so a different analysis will be
needed in those cases. Varah [V1], [V2] has examples of this type of
analysis which are closely related to the original continuous problem. In
Section 9.B we consider another approach based on a change of variable.

|| BtAJ|l < 1 is a weaker condition than strict block diagonal dominance
relative to the =norm, which for block tridiagonal matrices is the condi-
tion ([F1], [V1]) ||b31||(||aJ||+ ||cji1) <1, 1S j <N. The general

definition of block diagonal dominance allows the use of different norms,

so for completeness we should also consider theorems based on this




14

assumption. However, in order to keep the discussion reasonably concise
this will not always be done. It is sometimes stated that block diag-
onal dominance is the right assumption to use when analyzing block elimi-
nation, but we have found it more convenient and often more general to
deal with the assumption || B[A]||< 1.

Other concepts related to diagonal dominance are G- and H-matrices.
IfFJ=1 = diag(A)-]A= L + U, where L (U) is strictly lower (upper) trian-
gular, then A is strictly diagonally dominant if || J||< 1, a G-matrix if
|| (T - |L|)-1|U||l< 1, and an H-matrix if p(|J|) < 1. Ostrowski [02]
shows that A is an H-matrix iff there exists a nonsingular diagonal matrix
E such that AE is strictly diagonally dominant. Varga [V4] summarizes
recent results on H-matrices. Robert [R3] generalizes these definitions
to block diagonally dominant, block G- and block H~-matrices using vector=
ial and matricial norms, and proves convergence of the classical iterative
methods for Ax = v. Again, for simplicity we will not be completely gen=~

eral and will only consider some representative results.

2.B. Models of Parallel Computation

In order to read Sections 3-9 only a very loose conception of a vector-
oriented parallel computer is necessary. A more detailed description is
needed for the execution time comparison of methods in Section 10. This
subsection contains sufficient information for the initial part of the
text, while additional details may be found in Appendix A, [H3], [S3], and
the references given below.

Parallel computers fall into several generzl classes, of which we con-
sider the vector computers, namely those operating in a synchronous manner

and capable of performing efficient floating point vector operations.
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Examples are the array processor Illiac IV, with 64 parallel processing
elements [B6], [Bl2]; the Cray-1, with eight 64-word vector registers [C8];
and the pipeline processors CDC STAR-100 [C2] and Texas Instruments ASC
[W1], which can handle vectors of (essentially) arbitrary length. These
machines have become important tools for large scientific computations,

and there is much interest in algorithms able to make good use of special
machine capabilities. Details of operation vary widely, but there are suf-
ficiently many common features to make a general comparison of algorithms
possible.

An important parallel computer not being considered here is the asyn-
chronous Carnegie-Mellon University C.mmp [W4], with up to 16 minicomputer
processors. Baudet [B7] discusses the theory of asynchronous iterations
for linear and nonlinear systems of equations, plus results of tests on
C.mmp.

Instructions for our model of a vector computer consist of the usual
scalar operations and a special set of vector operations, some of which

will be described shortly. We shall consider a conceptual vector to be

simply an ordered set of storage locations, with no particular regard to

the details of storage. A machine vector is a more specialized set of

locations valid for use in a vector instruction, usually consisting of
locations in arithmetic progression. The CDC STAR restricts the progres-
sion to have increment = 1, which often forces programs to perform extra
data manipulation in order to organize conceptual vectors into machine
vectors.

We denote vector operations by a parenthesized list of indices. Thus

the vector sum w = x+y is
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= S 1 S J
v, X, - Yy (1 § N)
. N
if the vectors are in R , the componentwise product would be

= L1 =
wi X, X Yio (1 i N),

and a matrix multiplication C = AB would be
-N

g, (1s1sN;153§sN).
M e

35k Piye
Execution time for a vector operation depends on the length of the vector
and the internal mechanism of the vector computer, but can usually be
written in the form TopN + cop if the vector length is N. On a pipeline
computer, 1/Top is the asymptotic result rate and cop is the vector instruc-
tion startup cost. On a k-parallel computer (one with either k parallel
processors or k-word vector registers) the basic time would be top for k
operations in parallel and the vector instruction cost topr/kT + overhead.
In either case the TN + o model is adequate for vector operations; scalar
operation times are given as top' Simplified instruction execution times
for the CDC STAR-100 are given below, in terms of the 40 nanosecond cycle

time. Usually v <Kt <Ko .
op op

op

operation scalar time vector time
add, subtract Ji4) %N + 71
multiply § 74 N + 159
divide 46 2N + 167
square root 74 2N + 155
transmit 11 %N + 91
maximum - 6N + 95
summation - 6.5N + 122

inner product - 6N + 130
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The use o1 (ong vectors is essential for effective use of a vector
computer, in order to take full advantage of increased result rates in
the vector operations. The rather large vector startup costs create a
severe penalty for operations on short vectors, and one must be careful
to design algorithms which keep startup costs to a minimum. Scalar opera-
tions can also be a source of inefficiency even when most of the code con-
sists of vector operations. Data manipulation is often an essential con-
sideration, especially when there are strong restrictions on machine vec-
tors. These issues and others are illustrated in our comparison of algo-

rithms in Section 10, which is based on information for the CDC STAR-100.
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3. LINEAR METHODS

The simplest approach to direct solution of a block tridiagonal linear
system Ax = v is block elimination, which effectively computes an LU factor-
ization of A. We discuss the process in terms of block elimination on a
general partitioned matrix under the assumption IIB[A]I]< 1; the process is
shown to be linear and stable. Various properties of block elimination are
considered, such as pivoting requirements, bounds on the condition numbers
of the pivotal blocks, error propagation in the back substitution, and
special techniques for special systems. Gauss-Jordan elimination is studied
for its numerical properties, which foreshadow our analysis of the more impor-

tant odd-even elimination and reduction algorithms.

3.A. The LU Factorization

3.A.1. Block Elimination

The block tridiagonal LU factorization
A . (aj’bj’cj)N = (‘Zj’I)O)N(O!dj’cj)N

is computed by

d. =b

1 1
-1 2
dj = bj - ajdj-l cj-l’ R SRR
= | 3
lj = ajdj-l’ J = 25N

where the existence of d;}l

For the moment we are not concerned with the particular methods used to compute

: -1
or avoid computing either Ej or dj-l cj-l'

is assumed and will be demonstrated when || B[A]|| < 1.
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Let A1 = A and consider the matrix A2 which is obtained after the first

- 5 > = e = =
block elimination step. We have A2 (aj,Bj,cj)N, 1 d1 bl’ 2,

= y = = S 7 = N = = & —
82 d2, lj aj and Bj bj for 3 = j < N. Let B1 B[AI], B2 B[&z]

=0’

Note that Bl and B2 differ only in the second block row; more specifically,

in the (2,1) and (2,3) positioms.

Theorem 3.1. If [[B [/ < 1 then e 0l = 1l Byl -

Proof. Let T = BlEl and let S = TBl. We have d2 = bZ(I - b;lazbllcl),

-1 -1 ~
165 07 ey ll= Isll s 1Byl eyl 1Byl =l By <1, so 4! exists and 3,
is well-defined. Also, B, = (I - S)B, + T, [B;| = [(T - $)B,[ + [T| by con-

struction, and Oj(S) s Oj(T)([Blﬂ < Pj(T). Thus Lemma 2.2 applies, yielding
[ B0l = [l Bl - QED
Now, for any partitioned matrix the N stages of block elimination (no

block pivoting) can be described by the process

A1 =0A

for £ = L.y N=1

A

-1
41 = (I - LA, JE,D[A, T DA,

(T + L{C[A,JIEDA,.

We transform Ai into Ai+1 by eliminating all the blocks of column i below the
diagonal; when A is block tridiagonal AN is the upper block triangular matrix
(0,d

j’cj)N' The same effect can be had by eliminating the blocks individually

by the process
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A=A
for i =1,...,N=-1
1 _
A1 ™4
for j = i+l,...,N
Gy o (GLRY) (=1 -1, ,(5-1)
Ay T (T= Boh " EGBEA Gy 1 ML,
- (GEDY) (GLDY)
(x+ Egcrag);VEpa]
oL
_Ai+1 Ai+1'

Each minor stage affects only block row j of the matrix. It is seen that

. eI - .
block row j of Ai+1 block row j of Ai’

(=1}

block row i of Ai+1

block row i of Ai,

from which it follows that

g 40

(j-l)]-l
j i+l

-1
E,D[A; )] EAED[A; ],

so the major stages indeed generate the same sequence of matrices Ai' Let

Bi = B[Ai].

Corollary 3.1. If A is block tridiagonal and ])Blll< 1 then "Bi+1“ < || Bi“’

1 <i sN-1.

The proof of Corollary 3.1 requires a bit more care than the proof of Theorem
3.1 would seem to indicate; this difficulty will be resolved in Theorem 3.2.

We should also note the trivial "error relations"

lagey - axll = lTag - agll,

” Bi+1 = BN” s ” Bi n BN“'
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These follow from the fact that, for block tridiagonal matrices,
i N

A, = E.A_ + EA_,
L g i “jmitl 1 L

which holds regardless of the value of ||B 1“'

Wilkinson [W3] has given a result for Gaussian elimination that is similar
to Corollary 3.1, namely that if A is strictly diagonally dominant by columns
then the same is true for all reduced matrices and llAi+1 (reduced)“1 =
HAi (reduced)lh. This actually applies to arbitrary matrices and not just
the block tridiagonal case. Brenner [Bl4] anticipated the result but in
a different context.

Our next two theorems, generalizing Corollary 3.1 and Wilkinson's observa-
tion, lead to the characterization of block elimination as a norm-non-increasing
projection method*, and proves by bounding the growth factors that block
elimination is stable when ‘!B[A]“< 1. 1In addition, many special schemes for

block tridiagonal matrices are equivalent to block elimination on a permuted

matrix, so the result will be useful in some immediate applications.

Theorem 3.2. 1If ||B 1” < 1 then )IBi+1]|s Il Bi” and || A llAiH for

w1l
1s1isnN-1.

Proof. Suppose IlBi|,< 1. We have

% -1
Ai+1 (1 - L[Ai]EiD[Ai] )Ai

= A, - L[A,JE, + L[A,IEB,,

( )sp (A

Ai+1 e
sp

oj g = LIAJIED + oj(L[Ai]EiBi)

j(Ai - L{A{JE) + cj(L{Ai]Ei)IIBiH

%
The projections are onto spaces of matrices with zeros in appropriate positions.

]
4
o
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< oA, - LIA;JE,) + o, (L[A;JE)

= pj (Ai) 3

so l,Ai+1” s ]lAiII. Now let

-1 -1
Q = D[A, 17 L(A,]E.D(A ] A,

so Ai+1 Ai - D[Ai]Q, D[Ai+1] = D[Ai](I - D[QD).
Let S = D[Q]. Since
Q = (-L[Bi]Ei)(I - Bi) = -L[Bi] + L[Bi]EiBi,

5= D(L(B,JEB, ] and ||'s|| < |l Lra 2l [l Egll sl s (18,017 < 1. Thus

D[Ai+1]'1 exists and B, . is well-defined. It may be verified that

+1
(I-8)B, ., =B, -S+Q. LetT=8,-5S+Q,J=S+T=38, +Q. Since

150 3 A Ik 7Y : i
D(B;] = D[Q - S] = 0, we have D[T] = 0 and |J| = [S| + |T|. Thus, by Lemma 2.1,

| J||< 1 implies l]Bi+1|]s || 3] - But we have, after some algebraic manipula-

tion,
J= B, +Q
1
= E B,
§;=1 ki
N
+ B, B. (I = E;, + E,B_ ),
2;=i+1 ki t ivi
and it follows from this expression that ” J“ s “ Bill. QED

Although expressed in terms of the N-1 major stages of block elimination,
it is clear that we also have, for Bij) = B[Aij)], IlBij)lls IIBij-1)|land
-1
llAij)H < llAfj )H. Moreover, as long as blocks below the diagonal are

eliminated such inequalities will hold regardless of the order of eliminationm.
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We shall adopt the name '"linear method" for anv process which generates

a sequence of matrices My such that || B[Mi+1][l < || B[Mi]H, given that

H B[Ml]H < 1. Thus block elimination is a linear method.

A result that is dual to Theorem 3.2 is the following.

Definition. Let:C(_l be the reduced matrix consisting of the last N-i+l block

rows and columns of Ai. (@. = Al =A).

Theorem 3.3. If [[C[A][[;< 1 then [[ClZ, < lle@illy gl = 1l

and || Lic IELl; = [l cralll;s ¢ = cra,l.

Remark. It is not true in general that ”:i+1” < || Ci“ if || Cl” 2 1.

1 1

1

£ < < N. ] = - ‘
Proof. Let the blocks o Cy be cmp, 1 <m, p SN. Then C[QlJ (cmpwlﬁn,ps\l

Fet i = (cmp i cmicip) i+1l<m,p<N

“341,4
= (c ; + . e Gy
( mp) i+l<m,pN F (ci,i+1 iN

SNi

Using Lemma 2.4, || C[Qi+11“1 < || || , if | KH1 < L.

1 But N
Y. (K) s v ( E_CiZ. 1D
4 Tk=i+1 * .

TR
I\ [PRACI )

ENi

T‘N
( E Cl&ZD
=i#l & T

<
Yq

+ |l el vqEcl@ D

N
: ‘a (Zk’i+1 " Ctai])




+ wa(Ei CZQ&])
=Yg (C&i]) .

Thus IIK“1 s || CR:&]I“_< 1 and I|C32L+1]“1 < || CBQ&]HI . By construction
this implies || L[C,E, |, = I C[A]H1 for 1 <1 <N. Now, let the blocks of A,

s < N. =
be amp, 1 <m, psN ThenCZLPl (amp + cmiaip)i+1$m,p5N’ and

N
Yy Tl B
Civl,i
U v E@)
CNi
N
< v ( E. &) + v (E.&)
T ymipr <1 I
= Yq @),

” Qi-{-l ”]_S ”allll ‘ QED

We note that if A is symmetric then C[A] = B[A]T and Theorems 3.2 and 3.3
become nearly identical. Of course, B and C are always similar since C = DBD

When A is positive definite, Cline [C3] has shown that the eigenvalues oféii

interlace those of &

-1 Actually, the proof depends on use of the Cholesky

factorization, but the reduced matrices are the same in both methods. 1In

s “alnz ¢

consequence of Cline's result we have |k2£+1|l2

The statements of Theorems 3.2 and 3.3 depend heavily on the particular

norms that were used. It is not true in general, for example, that if

IIB{A; 1]l < 1 then || B[A,]]l; = | B[A]]]; or even || BI& 1, = || B 1l;- This

makes the extension to other norms quite difficult to determine.

1
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3.A.2. Further Properties of Block Elimination
It is well-known that the block factorization A = LAU is given by

N
L=1- L[C.]E.:
13,1 33

D[Ay ], .

I-B,=1- E. U[B,].
N Zﬁ=1 j j

[
[}

c
]

We have therefore shown in Theorems 3.2 and 3.3 that if |lC1“1 < 1 then
fullys1+llegll; <2, llLlfs1+ Naj| ¢, |l n = max; n,, and if I8l <1
then || Ufl s 1+ [[B,||<2, ||ull; s1+Nn||B)||. (For block tridiagonal

matrices the factor N can be removed, so liL]IS 105 ni[C

s ol <1+ allsy
Moreover, the factorization can be completed without permuting the block rows
of A. The purpose of block partial pivoting for arbitrary matrices is to
force the inequality IIL[Cj]EjIIS 1. Broyden [B15] contains a number of
interesting results related to pivoting in Gaussian elimination. 1In particular
it is shown that partial pivoting has the effect of bounding the condition
number of L, though the bound and condition number can actually be quite

large in the general case. We will have some more comments on pivoting after

looking at some matrix properties that are invariant under block elimination

(cf. [B11]).

Corollary 3.2. Block elimination preserves strict diagonal dominance.

Proof. It follows from Theorem 3.2 that Gaussian elimination preserves strict
diagonal dominance: simply partition A into 1x1 blocks. Now suppose we have

Ai and are about to generate A
block elimination or by n

i1 This can be done either by one stage of

i stages of Gaussian elimination, for both processes

produce the same result when using exact arithmetic [H8, p. 130]. Thus if Ai

is strictly diagonally dominant, then so is Ai+1' QED

.
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It is shown in [B4] that Gaussian elimination maps G-matrices into
G-matrices. This can be extended in an obvious fashion to the case of block

elimination. We also have

Corollary 3.3. Block elimination maps H-matrices into H-matrices.

Proof. Recall that A is an H-matrix if and only if there exists a nonsingular
diagonal matrix E such that A' = AE is strictly diagonally dominant. Con-

sider the sequence

A} =4,
=~
' = - TA! ! '

Ai+l (G LLAi]Ei D[Ai] )Ai.

Clearly Ai = AIE; suppose that A; = AiE is strictly diagonally dominant., We

then have
-1 -1
1 = - 1
Alyr = (T- L[AJJE EJED[A;) DAE
= (I - L{A,JE, D(A,] DA.E
i1 i 1

* Byt
so A.1+1 is an H-matrix since Ai+1 is strictly diagonally dominant by Corollary
Sirlar QED

We have chosen to give this more concrete proof of Corollary 3.3 because
it allows us to estimate another norm of B[{A] when A is an H-matrix. Define
l]bﬂlg’ ,lE-lME]L Then since A' = AE implies B[A'] = E-IB[A]E it follows
that if A is an H-matrix then || B[A, .]||. < [[B(A,][|.. Since the matrix E

i+1-YE e
will generally remain unknown this is in the nature of an existential proof.
The proof of Corollary 3.2 brings out an important interpretation of

Theorem 3.2. 1If block elimination is actually performed then our result

O R e e



gives direct information about properties of the reduced matrices. If not,
and ordinary Gaussian elimination is used instead, then Theorem 3.2 pro-
vides information about the process after each n, steps. While we are not
assured that pivoting will not be necessary, we do know that pivot selec-
tions for these n, steps will be limited to elements within the di block
for the block tridiagonal LU factorization. When A has been partitioned to
deal with mass storage hierarchies this will be important knowledge (see
Section 10.A).

One more consequence of Theorem 3.2 is

Corollary 3.4. In the block tridiagonal LU factorization, if [lBlll< 1 then
12

{

-1
= 1- .
cond(d,) I djll I 4 | <2 cond(b,) / ( 1B

L

Proof. Letting o, = bila.dfl
e J 0 (S (1
8yl ll gyl = 11 By IF < 1, so ehae [lalis b )l s floglly <2]lb,ll and
-1 -1 -1 -1y =Ly g
- b /L =~ < || b, - || B .
T Tt e R P [ vt DA N PN v VARG BN o

QED

1251 we have dj = bj(I - cj), lchH <

It is important to have bounds on cond(dj) since systems involving dj
must be solved during the factorization. Of course, a posteriori bounds on
-1
Hdj || may be computed at a moderate cost. We note also that

cond(A) < max, 2 cond(bj) / (1 - ||Bll|) when || B,||< 1, and it is entirely

J 1 |

possible for the individual blocks bj and dj to be better-conditioned than A.

The inequalities in Theorem 3.2 are the best possible under the condition

||Bll|< 1. This is because, for example, the first block rows of B1 and B2

are identical. However, it is possible to derive stronger results by using

different assumptions about Bl'
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-1 -1
Theorem13.4. [H4] For A = (aj,bje)), lec \(A) = maxj<a|] b ajH Hbj_lcj_ll] ¥a

ej = b, d;. If M) <1 then || 1 - ejH < (1 - 4/1-2)/2 and || e31” <2/(1 + J/1-0).

Some useful consequences of this theorem include better estimates for

IIBVIIand a smaller upper bound on the condition numbers of the dj'S- For we
.

1

have B_ = (0,0,-d31cj) = (0,0,-e3 b}lcj), which implies that

N
][BN]]S ZIIU[BI]II/ (1 + JI-1) . As an example, if A = (1,3,1) then Theorem
3.2 predicts only ]]BN” < )]Blll= 2/3, while by Theorem 3.4 we obtain
Byl <2¢1/3) / 1+ JIF479) = 0.382. Also, || d}lu < || d}lbj[| Hb}lll =
0 I3 =25 ane il by d i+ Dby l= Dbyt = ey ll+ Ib I s
Uogl T - eyli+ Woli = 3(ioyl2. 1c follows chae condcay) = [[ 4| k|| =

3cond(,). More precisely, cond(d)) S (1 + 2u(d) cond(b), u = (1- JI= (1 +J1-0) .

j
This is further proof of the stability of the block LU factorization.

Theorem 3.4 has been used in the analysis of an iteration to compute the
block diagonal matrix (O,dj,O)N [(H4]. Such methods are potentially useful
in the treatment of time-dependent problems, where good initial approximations
are available. This particular iteration is designed for use on a parallel
computer and has several remarkable properties; for details, see [H4] and

Section 8.E.

Two results on the block LU factorization for block tridiagonal matrices

were previously obtained by Varah.

Theorem 3.5. [V1] 1If A is block diagonally dominant (Ilb}llk]hjll+ lkjlb <D
-1 1!

and [l eyl # 0, ehen [[43M = [lelIlh Il 45ll < layll/ Ife,_ylh and

” dJ” . ” bj”+ ” aj “'
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In comparison to Theorem 3.2, the bound on || d ]]corresponds to the
bound ][d;lcjll< 1, which follows from ]IBN[]< 1, and the bound on f[de

corresponds to the bound

In contrast to Theorem 3.2, ]]B1|[< 1
only allows us to conclude fld “ s |l b_l” /(1 - I}B ,[ , and we can only

estimate ||£ Ilin the weak form H z c _1H < || a, lll,d-l

1 j- 1
Varah's second result is

Theorem 3.6. [V1] Let Qj = (||b |||| -11 3o 1]]) » 2 < j <N, and sup-
pose Qj # 0. Then the block LU factorization of A is numerically stable

(i.e., there exists a constant K(A) such that max(|| lj“ ,ilde ) < K@) if

(aj’l’aj-l) is positive semidefinite.

11 -1

a_ilLt, B, C.
NAN SN R

and that A(A) < 1 implies that it is positive definite. The actual bounds

We note that (aj,l,orj 1) is a symmetrization of (||bi
i 3

on llzle I]djllgiven by Varah [V1] for this case will not be important for
this discussion.

Since many block tridiagonal systems arise from the discretization of
differential equations, a number of results have been obtained under assump-

tions closely related to the original continuous problem. Rosser [R7] shows

that if the system Ax = v, (a bj j), satisfies a certain maximum
principle then A is nonsingular, the LU factorization exists (each dj is non-
singular), By is non-negative and IlBN || < 1. Improved bounds on BN are

obtained when A is defined by the nine-point difference approximation to
Poisson's equation. 1In particular there is the remarkable observation that
the spectral condition number of dj is less than 17/3. Such results depend
strongly on the particular matrix under consideration. For examples of

related work, see [B18], [Cl], [D2].
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3.A.3. Back Substitution
So far we have only considered the elimination phase of the solution of

Ax = v, For block tridiagonal matrices A = (aj,bj,c this consists of

PN

the process

-1 -1
d.=Db, - a.d, .c. f.=v, - a.d, . f.
j j ji=173-1" 7] j ji-173=1°

j = 2,.005Ne

The back substitution phase consists of the process

x, = dil(f. -
j j

3 jxj+1)’ j=N-1l,...,1.

In matrix terms these are the processes

£ o

Al = A, s

Ay = (T+LCIEDA, 1=1,...,81,

A S L[Ci]Ei)f(i), i=1,...,N-1,

g = x®™ o ppa 17l ®, |
L) R E,By i R S

X = x(l).

An alternate form of back substitution is
N -1_(N
«® < pea 77,

x(i) = (I + B

x - x(l).

5
NE1+1)x(i+ T
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In either case it is seen that BN plays an essential role in studying the
back-substitution process.
For those situations where a band elimination method for Ax = v might be

preferred, the matrix BV maintains its importance for back substitution. We
3,0 (0,6,,8), d, = £48,, 4, =adit, e, =1,

b 44 j #3173 : K ol S

where lj(ﬁj) is lower (upper) triangular. The elimination phase generates

have A = (a.,b.,c.) = (&
( 13 | gt o (

Py - . . - a=12 - -1
vectors fj zjfj, and the back substitution computes Xy = Uy fN dN fN’
1 a=1l a - ! -1 P
xj = uj (fj - cjxj+1) = dj (fj - cjxj+l)' Except for the specific form of

roundoff errors the band and block back substitutions must behave identically.
Let us briefly consider the effect of rounding errors in back substitu-

tion; the computed solution will be yj =x. + §j and we require bounds on §j.

J
* %

Suppose the computed forward elimination yields dj = dj + 5§1), fj = fj + wj.
Let ﬂj represent the errors introduced in forming fj" - ijj+l’ so that yj

. * (2) *
satisfies (d, + 8. 7)y. =f, - c.y. ., + T, if ordinary Gaussian elimination

( ] 179 J JyJ+1 ] o
% *
is used to solve for y, ind, y. = £, - c.y. + TM.. It follows that
) 7 $%35 7 Pt ) ;
- =i (1 (2 ;
., =d, (f, - c.¥y.,,) + ¢., where €, =4, (0, + M. - (8. + 8, ), which

" 5 5 37 3+1 i j j ( 3 j ( ] ] )yj

i i g = - -1 I3 |
mpltes 8, = ¢, - djle s Thus |5 0l = [l g, 0+ Il ell and ehe

previous errors tend to be damped out in later computations if IIBN!|< i« If

we have a uniform upper bound for the ej's, ||ejH < €, and ||BN‘|< 1, then

we obtain || &/l s ¥ - 3+ De, gl s - 1B he/a - lpyld < e/ - lgyh.

3.A.4. Special Techniques

In some cases the matrix A = (a,,b

37°3°%3

that may be important to preserve in order to satisfy a strong stability

) possesses special properties

criterion. For example, we might have b, = t, - a, - ¢, where [[tj||is small

j 3 j

or zero; this requires that all blocks be n X n. Scalar tridiagonal systems
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with this property arise from the discretization of second order ODE boundary
value problems. Babuska [Bl-3] has discussed a combined LU - UL factoriza-
tion for such a matrix which allows a very effective backward error analysis
to the ODE and a stable numerical solution of a difficult singular pertur-
bation problem posed by Dorr [D3]. (See [H7] for a symbolic approach to
this problem.)

There are two essential features to Babuska's method. The first is
to express bj and d, indirectly by starting with tj and computing the se-

=t1,s-=t —1

uence s . =-a.d, s, .. By this we have d, = s, - ¢.. The
" b j 3 =1 =1 2 A

i ]

second feature is to augment the forward elimination with a backward elim-

1

ination and dispense with the back substitution by combining the results

of elimination. Specifically, suppose A = (-pj,tj + pj + qj,-qj)N,

pj,qj,tj <0, Py = Iy = 0, A nonsingular. The algorithm for Ax = v is

* *
g T By iy B s 8 Nty B S e
S, =t ps, -9 aq, )-15.

j j - R j-1 3=1
B Syt Pyleny Py fpa

* - -1 *
sj = tj + qj(sj+1 - pj+1) sj+1

i 2 . } i=N-1,...,1,
fj = vj + qj(sj+1 - pj+1) fj+1

s o al %

xj = (sj + sj - tj) (fj + fj - vj), G [ R .

* *
In matrix terms, we factorA=AL+AD+A.U = (I+L)(D+AU)= (I+U0U)® +A.L)
%* * * *
and solve (I + L)f = v, (I + U)f = v. Adding (D + AU)x =f, (D + AL)x = f

%* %* *
and -ADx = -ADx we obtain (D + D =~ AD)x =f4+f «-Ax=f+f - v.
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Babuska's a.jorithm has some unusual round-off properties (cf. [M3])
and underflow is a problem though correctable by scaling. It handles small
row sums by taking account of dependent error distributions in the data,
and thus fits into Kahan's notion that 'conserving confluence curbs ill-
condition'" [K1].

To see how the method fits in with our results, we note that, for n = 1,

-1

since p,,q.,t, 2 0 we have s, 20, s, =t  + p.d,. _s. 2 t,. Thus the row
5 Ll ¥ e j

1

sums can only increase during the factorization. On the other hand, they
-1

will not increase much since s, = t, + p.(s, , +q, ;) s,

B R L g T L |

These are analogues of the results in Theorem 3.2.

SEt,.+p.-
B | pJ

3.B. Gauss=-Jordan Elimination

An algorithm closely related to block elimination is the block Gauss-
Jordan elimination

R =a,
Ajg = (THCIAEEDA,  i=1,...,N

This avoids back substitution in the solution of Ax = v since RV+1 is block

diagonal. The rest of the Gauss-Jordan process is

.y

T o ma el Y, o e 1,08,

-=1 -f(N+1) )

o,

Theorem 3.7. Let Bi = B[Ki]. 1f l[iﬂl< 1 then || A +1“ < ll&i|| and

i
B, 0l s 18,1l for ¢ = 1,...,x.
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Sketch of Proof. The proof parallels that of Theorem 3.2. Note ﬁl = Bl;

o o ek
= (T FiEiD[Ai] )Ai

2 Hle § L i = =
suppose ||Bill 1. Let Fi L[Ai] + U[Ai]’ so that Ai+1

=A, -FE, +F,E.B.. This will show the first part. Now define
i : iga | i“iti
o e ST = = - - =
Q =D[A;) FEDA,] A, so that A, =A, - DA, Q, D(A, ,] = DA I - 9,

3L
S =D[Q]. We have Q = (- B,E)(I-B) =-3BE +BEB, sos=Dn[BESB]

w2 Z - -

and || s|| = [[B;[|" < 1. Also, (1 - 5)By , B, -5+Q. LetT=5 -8+0,
J=8S+T, sothat |J| = |[S| + |T|, and Lemma 2.1 applies if || J||< 1. But
J = ﬁi(I o By Eiﬁi), so || J|| = || Bi{L From Lemma 2.1 we conclude

B, =1 all. QED

When applied to block tridiagonal matrices the block Gauss-Jordan algo-
rithm requires many more arithmetic operations than the block LU factoriza-
tion, and cannot be recommended on this basis. However, it has some numer-
ical properties that foreshadow our analysis of the more important odd-even
reduction algorithm.

The Gauss-Jordan elimination on block tridiagonals may be expressed in

the following way:

3! 1
for 3 = 1, JN=1
-1
u, = =d. ¢
J Jid
d b

In this form the matrix A, is
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3541 #1 . %

with AN+1 = dlag(dl,dz,...,dN) = D[AN], B 0.

M1
-1e = u.u u

i 3,3tk j oL j4k-17
which is the (j,j + k) block of B;. Thus we are able to refine Theorem 3.7

We observe that, for 1 = j <j+k <N, -d

by giving closer bounds on the first i-1 block rows of Bi'

Corollary 3.5. If IlBl|l < 1 and (point). row £ is contained in block row

j with 1 < j < i-1, then
~ -1 -
pz(Bi) = ” -dj eji“ = ” B; J” .
If (point) row £ is contained in block row j with i < j < N, then
P,(B) = 0, < | B [ -

This is our first result on the convergence to zero of portions of a

matrix during the reduction to a block diagonal matrix. It also provides

a rather different situation from Gauss-Jordan elimination with partial

pivoting applied to an arbitrary matrix [Pl]. In that case the multipliers

above the main diagonal can be quite large, while we have seen for block
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tridiagonal matrices with ['Bll[< 1 that the multipliers actually decrease

in size.

3.C. Parallel Computation

We close this section with some remarks on the applications and inher-
ent parallelism of the methods; see also [H3]. When a small number of
parallel processors are available the block and band LU factorizatioms
are natural approaches. This is because the solution (or reduction to tri-
angular form) of the block system djuj = -cj is naturally expressed in
terms of vector operations on rows of the augmented matrix (djl-cj), and
these vector operations can be executed efficiently in parallel. However,
we often cannot make efficient use of a pipeline processor since the vec-
tor lengths might not be long enough to overcome the vector startup costs.
Our comparison of algorithms for a pipeline processor (Section 10.C) will
therefore consider the LU factorization executed in scalar mode. We also
note that the final stage of Babuska's LU-UL factorization is the solution
of a block diagonal system, which is entirely parallel.

On the other hand, the storage problems created by fill-in with these
methods when the blocks are originally sparse are well-known. For large
systems derived from elliptic equations this is often enough to disqualify
general elimination methods as competitive algorithms. The block elimina-
tion methods will be useful when the block sizes are small enough so that
they can be represented directly as full matrices, or when a stable implicit

representation can be used instead.
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4. QUADRATIC METHODS

In Section 3 we have outlined some properties of the block LU factor-
ization and block Gauss-Jordan elimination. The properties are character-
ized by the generation of a sequence of matrices Mi such that
‘!B[Mi+1]l]5 I B[Mi]lL From this inequality we adopted the name '"linear
methods'". Now we consider some quadratic methods, which are characterized
.

There are two basic quadratic methods, odd-even elimination and odd-

by the inequality ]]B[Mi+1]|ls [lB[Mijz

even reduction. The latter usually goes under the name cyclic reduction,
and can be regarded as a compact version of the former. We will show that
odd-even elimination is a variation of the quadratic Newton iteration for
A-l, while odd-even reduction is a special case of the more general cyclic
reduction technique of Hageman and Varga [H1] and is equivalent to block
elimination on a permuted system. Both methods are ideally suited for use
on a parallel computer, as many of the quantities involved may be computed
independently of the others [H3]. Semidirect methods based on the quadratic

properties are discussed in Section 7.

4.A. 0Odd-Even Elimination

We first consider odd-even elimination. Pick three consecutive block

equations from the system Ax = v, A = (aj,bj,cj)=

Bt * Pl T ™ T Vet
(S REl %=1 * 5% P St %

1%t Pre1®er1 T Sk B2 T Vel

If we multiply equation k-1 by -akbifl, equation k+1 by 'ckbk+1’ and add, the

result is




38
b-1 a )
o M L
T S T o P
k" el k-1 T el el Tk
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+

Pt 1%k 1) ¥ie2

it =1
L LT L TR e

For k = 1 or N there are only two equations involved, and the necessary
modifications should be obvious. The name odd-even comes from the fact
that if k is even then the new equation has eliminated the odd unknowns
and left the even ones. This is not the only possible row operation to
achieve this effect, but others differ only by scaling and possible use of
a matrix commutativity condition.

By collecting the new equations into the block pentadiagonal system
Hzx =V , it is seen that the row eliminations have preserved the fact
that the matrix has only three non~zero diagomals, but they now are farther
apart. A similar set of operations may again be applied, combining equa-

tions k-2, k and k+2 of H2 to produce a new equation involving the unknowns
(3)

X4 xk and Xerd® These new equations form the system H3x =v

The transformations from one system to the next may be succinctly ex-

pressed in the following way. Let H, = A, v(l)

1 =y, m= rlogz N', and define

Hi+1 ol R C[Hi])Hi’

e o e, =200

Block diagrams of the H sequence for N = 15 are shown in Figure 4.la. The

distance between the three non-zero diagonals doubles at each stage until

the block diagonal matrix Hm+
=1 (m+l)

by x = Hm+1v *

1 is obtained; the solution x is then obtained
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Hs

H2

H,

NN

Hs

Ha

ee,mt+l; N = 15

p &3

Hi’

Figure 4.1la.

"

=1

W

n

Hs

H

H

Hs

Ha

.,m1l; N = 16

o IS

Hi'

Figure 4.1b.
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We note that the same elimination principle may be applied to matrices

of the periodic tridiagonal form

1 E 1
a, b2 <,
5 ay b3 cy
A = '.. g i .
%1 Pm-1 %1
N by

It is only necessary to include row operations that ''wrap around" the matrix,
such as

row(N) - aNb;}1 row(N-1) - ¢ b-l row(l).

N1l

An H sequence for N = 16 is diagrammed in Figure 4.1b, and is constructed by
the same general rule as before, though there are serious and interesting
complications if N is not a power of 2.

Clearly, we can define an H sequence for any partitioned matrix A, and
only have to establish conditions under which the sequence may be continued.

In fact, the sequence I]B[Hi]llis quadratic when || B[A]]| < 1.

. 2
Theorem 4.1. If || B{A]|[< 1 then [ B{H, J]l< [|B{H,)"|and [[u [l < [ 8]

2
1f |[cfalfl, < 1 then |[cru,, ]I, < [l ctug 1%l and [lug ll; = (15l -

-1
Proof. We have H, = A, H ey (1 + C[Hi])Hi = (21 - Hin[H1] )Hi =

1 i+
-1 -1
2H, - H,D(H;] "H, = H (21 - D[H,] 'Hy) = H (I + B[H;]). Suppose IIB[H11I|< 1s

||Ct“illh.< 1. These assumptions are independent of one another and will
be kept separate in the proof. Since H1 = D[Hi](I - B[Hi]) = (I - C[Hi])D[Hi]’

we have H, , = D[H,](I - B[Hi]z) = (1- C[Hilz)D[Hi]. Setting § = D[B[Hi]z],

i+ i]
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T = D[C{Hi]z], we obtain D[HL+1] = D(Hi](l - §) = (L = T)D[Hi]. Since

| ]| s ]]B[Hi]2]|< 1 HTH1 < | C[Hi]2[|1< 1, and D(H,] is invertible,

-1
S 5 ATy =
1] is invertible. We have B[Hi+1J I D[Hi+1] Hi+1

i« {19 5)’lo[ui]'10[ui](1 . B[Hi]z), b B[Hi]z = (1- 9)B[H_ ]+ S;

it follows that D[H,
i+

similarly C[Hi]2 = C[Hi+1](I - T) + T. Now, S is block diagonal and the

: ) b
block diagonal part of B[Hi+1] is null, so ]B[Hi] ] = I(I - S)B[Hi+1][ + [S[.

Lemma 2.2 now applies, and we conclude |(B[Hi+1]lls [IB[Hi]ZIL Lemma 2.4

implies that [ C[H,, U

ifB[HiJ{[< 1, write H, , = D(H I(T - D[Hi]-l(D[Hi] - H)B[H;] = D[H,]

Ol = letr Pl To show || EXRT:

4

+ (Hi - D[HiJ)B[Hi]. We then have, for 1 = I s n

=1

p (H, 1) S 2, (DIH;]) + o,(H, - D(E;D || B, 1]
< oz(D[Hi]) + cz(Hi - D[Hi])

= OZ(Hi)'

To show ']Hi+1”1 < || “1”1 if || cru, ||, <1, write H, , = (I - C[H,1(D[H;] - H)x

-1
D(H,J” )D(H,] = D(H,] + C[H,J(H - D[H;]). We have
YZ(H

0] SV OUHD + lIC{ui1H v,(H, - D[H; ]

5 &
= YI(D[Hi‘) + Vz(Hi D[Hil)

= VL(Hi)- QED

For a block tridiagonal matrix A we have B[Hm+1] = 0 since Hm+1 is

block diagonal; thus the process stops at this point. The proof of Theorem

4.1 implicitly uses the convexity-like formulae

Ho, = Hy B[Hi] + D[Hi](I - B[Hi])

= C[H, H + (I - C[H ])D[H,].
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As with Theorems 3.2 and 3.3, it is not difficult to find counterexamples
to show that Theorem 4.1 does not hold for arbitrary matrix norms. 1In
particular, it is not true that || B[A]||, < 1 implies ([ B[H

< | sru,2?

L 1, ll,

or even that || B[HZJHZ < 1,

The conclusions of Theorem 4.1 are that the matrix elements, considered
as a whole rather than individually, do not increase in size, and that the
off-diagonal blocks decrease in size relative to the diagonal blocks if
Il BfA]|| < 1. The rate of decrease is quadratic, though if || B[A]|| is very
close to 1 the actual decreases may be quite small initially. The relative
measure quantifies the diagonal dominance of Hi’ and shows that the diagonal
elements will always be relatively larger than the off-diagonals. One con-
clusion that is not reached is that they will be large on an absolute scale.
Indeed, consider the matrix A = (~1,2+e€,-1), for which the non-zero diagomals

of Hi are

a1
. -1/
(-1,2¢e,-1) / 12+,

2

e = e, .

1 = l4e 4+ e

ek+1 k

For small ¢ the off-diagonal elements will be about 21-i and the main diagonal
elements about 22-i in magnitude. While not a serious decrease in size,
periodic rescaling of the main diagonal to 1 would perhaps be desirable.

As already hinted in the above remarks, a more refined estimate of
,lB[Hi+1]f[may be made when dealing with tridiagonal matrices with constant

diagonals [S2]. Let A = (a,b,a), so that
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7
b-asz 0 -32

0 b-2a2/b 0 .
-az/b 0 b-2a2/b 0 -
-y i o T S K
-/ 2‘/
-a”/b 0 b-2a"/b 0
-a?/b 0 b2-a2/b /
It follows that when 2[a| < [b[, || B[H,]||= 2[a2/b|/(b-2a2/b| = {|B(Hl]2|

, 2 1 2 2

/2 - || BH,] [|), and thus 5![B[H1} [| < ]]B[H2]]]< | Bu 17| . Note that
HZ does not have constant diagonals, nor will any of the other H matrices,
but most of the rows of H, are essentially identical, and it is these rows

which determine ]]B[Hz]

L This property will be important for the odd-even
reduction algorithms.

When A = (aj,bj,c ) is block diagonally dominant, we can write

j

(i) (1) (1) (1) (1) ,~1 (1) (1)

m i Mo SRR [ 305 ¢0es0,0, ’ 5 = b, 3 3 ’
, = (a =55 0F) 0,e5705 8570 = o™ licle ™ I+ k5™ 1D
8(1) = maxj 3;1) Without proving it here, we can show that if 8(1) < 1 then

3(1+1) s 3(1)2‘ An irreducibility condition plus 8(1) s 1 yields the same

conclusion.
We also note that if A is symmetric then so is Hi, i 21, and thus

lBrs 3l = I} crug il

Theorem 4.2. If A is block tridiagonal and positive definite then so is Hi,

i =1, and O(B[Hi]) < I

Proof. First we observe that each Hi is a 2-cyclic matrix [V3] since it can

be permuted into block tridiagonal form. Suppose that H, is positive definite.

i
Since Di - D[Hi] is also positive definite, there exists a positive definite
2 A -1 =1 - -1 -1 P 2.
matrix Ei such that Di Ei' Let Hi Ei HiEi , SO Hi+1 Ei Hi+1Ei 2Hi - %1’
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-

ﬁ. and H

i ip] are positive definite iff Hi and Hi+ are positive definite.

1
Since ﬁi is a positive definite 2-cyclic matrix, we know from Corollary 2

of Theorem 3.6 and Corollary 1 of Theorem 4.3 of [V3] that D(ﬁi)< 1s §i= I =

L il

Since Bi =1~ Di Hi = Ei BiEi’ it follows that D(Bi) < 1 also. Let \ be

an eigenvalue of ﬁi' Then -1 < 1-\X < 1 since D(ﬁi) < 1, and so we have

0<A<2and 0 <2\ - Xz < 1. But 2\ - 12 is an eigenvalue of ﬁi+1 = 2§i-H§

which is therefore positive definite. QED
Any quadratic convergence result such as Theorem 4.1 calls to mind the

Newton iteration. If 9(Y,Z) = Y(2I - 2Y) = (2I - Y2)Y, Y(O) is any matrix

(i+1)

with || 1 - ZY(0)||a< 1 for some norm |- ” , and Y = ﬂ(Y(i),Z), then

o
Y(i) converges to Z-1 if it exists and (I - ZY(i+l)) = (I - ZY(i))Z[HSJ.

It may be observed that Hi+1 = m(ui,n[ui]'l), so while the H sequence is not
a Newton sequence there is a close relation between the two. Nor is it
entirely unexpected that Newton's method should appear, cf. Yun [Y1l] and
Kung [K2] for other occurrences of Newton's method in algebraic computations.
Kung and Traub [K3] give a powerful unification of such techniques.

The Newton iteration Y(l+1)

= SKY(i),Z) is effective because, in a
certain sense, it takes aim on the matrix z'l and always proceeds towards it.
We have seen that odd-even elimination applied to a block tridiagonal matrix
eventually yields a block diagonal matrix. The general iteration

Hi+1 = ﬂKHi,D[Hi]-l) incorporates this idea by aiming the ish step towards
the block diagonal matrix D[Hi]. Changing the goal of the iteration at each
step might be thought to destroy quadratic convergence, but we have seen

lo

that it still holds in the sequence || B[H, ]

b.
i

’
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4.B. Variants of Odd-Even Elimination

There are a number of variations of odd-even elimination, mostly dis-
cussed originally in terms of the odd-even reduction. For constant block
diagonals A = (a,b,a) with ab = ba, Hockney [H5] multiplies equation k-1

by -a, equation k by b, equation k+1 by -a, and adds to obtain

2
(-a )xk_2 + (b2 - 2a2)xk + (-az)xk+2 = (bvk - av - av ) e

k-1 k+1

This formulation is prone to numerical instability when applied to the dis-
crete form of the Poisson equation, and a stabilization has been given by
Buneman (see [B20] and the discussion below).

With Hockney's use of Fourier analysis the block tridiagonal system
Ax = v is transformed into a collection of tridiagonal systems of the form
(—I,K,-l)(sj) = (tj), where X 2 2 and often X\ >> 2. It was Hockney's obser-
vation that the reduction, which generates a sequence of Toeplitz tridiagomal
matrices (-I,K(i),-l), could be stopped when 1/K(i) fell below the machine pre-
cision. Then the tridiagonal system was essentially diagonal and could be
solved as such without damage to the solution of the Poisson equation.

Stone [S2], in recommending a variation of cyclic reduction for the
parallel solution of general tridiagonal systems, proved quadratic conver-
gence of the ratios l/l(i) and thus of the B matrices for the constant
diagonal case. Jordan [J1], independently of our own work [H2], also extend-
ed Stone's result to general tridiagonals and the odd-even elimination algo-
rithm. The results given here apply to general block systems, and are not
restricted solely to the block tridiagonal case, though this will be the

ma jor application.
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We now show that quadratic convergence results hold for other formu-
lations of the odd-even elimination; we will see later how these results
carry over to odd-even reduction. In order to subsume several algorithms
2 =t

into one, consider the sequences H1 = Ay W

Hi+1 = Fi(ZD[Hi] - Hi)GiHi’
-\.I(i+l)

b

& = = (1)
= F,(2D[R,] - B)E v,

where Fi, Gi are nonsingular block diagonal matrices. The sequence Hi cor-
responds to the choices Fi = T, G, = D[Hi]-l.
In the Hockney-Buneman algorithm for Poisson's equation with Dirichlet

boundary conditions on a rectangle we have

A = (a,b,a), ab = ba, aT = a, bT = b,

. i) - =1
F, = diag ‘1, G, = p{E]",
SO0 g B0 B0 2

a(D L g LD | (D2

Sweet [S1l1l] also uses these choices to develop an odd-even reduction algo-
rithm. We again note that the ﬁi matrices lose the constant diagonal prop-
erty for i 2 2, but symmetry is preserved. Each block of ﬁi may be repre-~
sented as a bivariate rational function of a and b; the scaling by Fi en-

sures that the blocks of block rows j2l of H are actually polynomials in

(i+1)

i+l

a and b. In fact, the diagonal blocks of these rows will be b and the

non-zero off-diagonal blocks will be a(i+1).

Swarztrauber [S6] describes a Buneman-style algorithm for separable

elliptic equations on a rectangle. This leads to A = (a,,b,,c.,) where the

3 33

b, =T+ B — YjIn' In this

i %k by

case the blocks commute with each other and may be expressed as polynomials

blocks are all n X n, and a I, ¢
b - A

da
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in the tridiagonal matrix T. Swarztrauber's odd-even elimination essenti-

o (i) . L S .
ally uses Fi dlag(ICM(bj_zl_l, bj+21'1)) P bj In for § =0 or

j2N+1, Gi = D[ﬁi]-l. Stone [S2] considers a similar algorithm for tri-

(1) 1

diagonal matrices (n = 1) but with Fi = diag(b(l> 1 bj+21'

j-2i= 1¥s By = B

Note that symmetry is not preserved.

In all three cases it may be shown by induction that Hi+1 = Fi"'F1Hi+1
and 3(1+1) = Fi...Flv(l+1). These expressions signal the instability of
the basic method when Fj # I [B20]. However, in Section 2.A we showed that

the B matrices are invariant under premultiplication by block diagonal

matrices, so that B[ﬁi] = B[Hi].

- (i
The Buneman modifications for stability represent the v‘l) sequence by
sequences p(l), q(l) with 3(1) = D[ﬁi]p(l) + q(l). Defining Bi = D[ﬁi],

Qi = Di - Hi, Si = D[QiGiQi] and assuming DiGiQi = QiGiDi’ we have

By SRR o BN T

v = v,

p(i.+1) = p(i) % 5-11(619(i) + q(i))
(i+1) _ - (i) = _(i+D)
q = Fi(Qiqu + SiP ).

e = el 1) -2
Theorem 4.3. Let P1 1, Pi B[Hi_l]...B[Hl], 1 =2. Then p (T Pi)x,

Gy . 25 =
q (DiPi - Qi)x.

Remark. Although not expressed in this form, Buzbee et al. [B20)] prove spe-

cial cases of these formulae for the odd-even reduction applied to Poisson's

equation.
(@Y - (L -
Proof. To begin the induction, p = (0= (I~ Pl)x, q =y = Hlx
o B - < S ) e B .
( 1P1 Ql)x. Suppose p (1 Pi)x, q = (DiPl Qi)x Then

%*
LCM = least common multiple of the matrices considered as polynomials in T.
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e o el 1 S5
p = (I - Pl)x + D, (Q (I - P)x + (D, Py Qi)x)
sl S e
= (x- B, +D, 0 - b, ;2 +D,DP - D 0x
= (I - B[H 1P))x
= (I - Pi+1)x
(1+1) _ s+ _ = (D)
and q v Di+l
B gF T By s By ln
= Oy = Qg = Dpyg + Dy Py )=

=@ Q)% QED

st %
1 T
We note that when G, = D[H,] = and 8 = || B{A]|[< 1 then Bl =8 <1
and p, (DB, - Q) <o D) Bl + 0, Q) < 0,(BY + 0, Q) = o (B, s0
"Biﬁi ~ ai” s ” ﬁill. It also follows that llx - p(l)“ s “ ?i[llle[and
i) | = - = (0 . e _
Ilq(l) + Qix“ s “ DiPillllxll. Thus p will be an approximation to x;
Buzbee [Bl7] has taken advantage of this fact in a semidirect method for

Poisson's equation.

4.C. 0dd-Even Reduction

4.C.1. The Basic Algorithm
The groundwork for the odd-even reduction algorithms has now been laid.
Returning to the original derivation of odd-even elimination in (4.1) and

(4.2), suppose we collect the even-numbered equations of (4.2) into a
2),@) _ @

linear system A , where

(2) -1 : -1 - -1 ol J gy
AT = (may by 13551005 2230251941 T 23234122 410 %2502 +1%2 341 N,’
G (x2j)N2’
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S TN N, - o, byt . D

ki 935 = %34%31-1724-1 c2jb2j+1vzj+1)N2 (V) )Nz
N, = /2.

This is the reduction step, and it is clearly a reduction since A(z) is half

(1) o, @) _(2) . 2 @)

the size of A has been solved for x we can
(D

Once A

compute the remaining compeonents of x = X by the back substitution

-1 e "
Dy y-10V24-1 = ¥24-1%24-2 = S24-1%25) I = Lseenn N

o
%) -1 7o

Since A<2) is block tridiagonal we can apply this procedure recursively

(D @ @) (1) (D

to obtain a sequence of systems A = A, w = v,

X(l) =

, where A

‘ _ . 0 . !
(szi-l)Ni’ Nl = N, Vi+l = ‘Ni/ZJ. We write A(l) = (ag1 ,b(l),cgl))

i 73 TH

RS
J

(note the change in notation) since A

A(m)x(m) - w(m)’ 2= Mg sl

= iji-l' The reduction stops with y

(m)

consists of a single block. At

this point the back substitution begins, culminating in x(l) =X

.

Before proceeding, we note that if N = 2m-1 then Ni = 2m+1-l - 1. The

odd-even reduction algorithms have usually been restricted to this particular
choice of N, but in the general case this is not necessary. However, for
A= (a,b,a)N there are a number of important simplifications that can be

made if N = 2™-1 (B20]. Typically these involve the special scalings men-
tioned earlier, which effectively avoid the inversion of the diagonal blocks
during the reduction.

It is also not necessary to continue the reduction recursively if

A(k)x(k) = w(k) can be solved more efficiently by some other method. This

leads to various polyalgorithms and the semidirect methods of Section 7.

(1)

By the way in which A has been constructed, it is clear that it

consists of blocks taken from Hi' For example, in Figure 4.la, A(Q) is
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the (8,8) block of H

R
S50 < |l 8w, )l, ana || cra

It follows immediately that [|aP || < [|u[,

(1) (1)

Il BrA

]Hl < || cru ]”1 . As a corollary

of Theorem 4.1 we actually have

(i+1) (i) -2

Corollary 4.1. 1If ]IB(A]II< 1 then IIB[A ]” A IIB[A ) II e
Ha* D < [a® ) 15 [lerarfl;< 1 then [era®™P )| < |fea® 2

and | a3V < [a®.

Recalling the definition of Theorem 3.4, let A(A) = maxj(alh IIHbJ 165- 1H).

Theorem 6.4. T MA) = L then, with 22 = 3Dy, we have

\BHD o @)y (D)2

Proof. It will suffice to consider i = 1. We have

&5 W
b, Byl = gy )
R B SE el
%3 = P2224%25-1%24-1 * P23%25P2 54122541
) SR
= 25°25-1223-1°
il
j 2j 23+1 ZJ+1’
= e
oyl = | sz 25l lsz 1995111+ ||b2j+1 gl 105505511 = 20v8) = Va2,
o, ptli s - VTt =2/ - W,
B8 2 2)-1,2)
anb” a1 oS3t 2

<l - o, "Ml = o Ml B ey I 1511y

* (” b2j-1 2= 1” ” sz 2 21_2”)

< 4(2(2 - 7\)) (Um = (V@2 - x)) .
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This may be compared to earlier results for constant diagonal matrices,

3@ 2

which gives an equality of the form = 82/(2 - 8%). See also Theorem

4.8 of [V3].

4.C.2. Relation to Block Elimination

By regarding odd-even reduction as a compact form of odd-even elimina-
tion we are able to relate it to the Newton iteration for A-l. It is also
possible to express the reduction algorithm as block elimination on a per-
muted system (PAPT)(PX) = (Pv) (ecf. [Bll], [E3], [W2]). In Section 5 we
show how this formulation also yields quadratic convergence theorems.

Specifically, let P be the permutation matrix which reorders the vector
(1,2,3,...,.\1)'r so that the odd multiples of 20 come first, followed by the

2
odd multiples of 21, the odd multiples of 27, etc. For N =7,

P12 sues?) ® [1,3,5,7,2,6,60%, snd
b1 c1
5, S Sy
. b5 c5 a5
PAP = b a
7 7
8 & 5,
® s 5
aA c4 ba
The block factorization of PAPT = LU is

TR




I
I
L=
-1 -1
L L
-1
aab3
b1
b3
bS
U=

If we let bgi) = 4

triangular then the ordinary LU factorization of PAPT = L'U' is

(1) (1)

J

1
I
-y
CePy
a§2)(b§2))-1
S
%5 %
Yy a5
42
(2) (2)
L %1
(2) (2)
by 84
(3)
o

be an LU factorization with Z(u) lower

S

(2)(b§2))-1 I

(upper)
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5
%
%
L' = %
<1 =1 @

b G 1
1 <f (2)
a6u5 c6u7 23
RS S a2(2)(u§2))-1 (2)(u§2)>-1 43

\ 4 575 € 1
=1
//f; £ oy
-1 1
¥y 4y ay %y eq \\
-1 -1 \
E u5 ls c5 ls a5
-1 |
Uy 5 ;
(2) 2y, ~1. (2% |
1 e RS
j
ol /
X W@ Dy @
u§3)

This factorization gives rise to a related method, first solving L'z = Pv,

then U'(Px) = z. It is easily seen that zgi) = (Lgi))-lwgi).

We may now apply any of the theorems about Gaussian or block elimina-

tion to PAPT and obtain corresponding results about odd-even reduction and
) the above modification. 1In particular, Theorem 3.2 applies though its
conclusions are weaker than those of Corollary 4.1. It follows from the

7 (1)

7
PAP" = LL factorization as well as Theorem 4.2 that A will be positive

definite if A is; Theorem 4.2 also allows the conclusion that p(B[A(l)]) <1




The odd-even reduction is also a special case of the more general

cyclic reduction defined by Hageman and Varga [H1] for the iterative solu-

tion of large sparse systems. Since PAPT is in the 2-cyclic form

D A
snf ul } 2\
A1 D

D, and D, block diagonal, we can premultiply by

1 2
-1
I -A12D2
-1
-A21D1 I
to obtain
B e i 0
1 12°2 21
-1
i R T
It is clear that A(z) =D, - A D-IA and (D, - A D-lA 0) are the rows
2 211 12 0l 122 22"
of H2 that have not been computed as part of the reduction. In consequence
of this formulation, if A is an M-matrix then so A(i) and
i+l 2 1 =
oAV < 2aa®yy <1 (a1,

The block LU factorization PAPT = LAU, where A is block diagonal and
L(U) is unit lower (upper) triangular, determines the reduction and back
substitution phases. Norm bounds on L and U were given in Section 3.A.2
for general matrices with || B[A]||< 1. For block tridiagonal matrices in
the natural ordering we have HLH1 <1+ [[crally, L]l sallcrayll if
lctadlly <1, [full s 1+ {[stadll, [full; =1+ nafsrajll if [[sra3fl<u,
n= maxj nj. For the permuted block tridiagonal system only the bounds on

[| || and llUIh will grow, and then only logarithmically. By the construc-

tion of L and U,
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Ll s 1+ max || cra®y],
1<ism

m "
el <1+, cta P,

l=

m s
holly <1+, Nea

l=

loll <1+ max [[Ba®y.

1<ism
stnce oA™Y 1s Block exidiagonai, pz(C[A(i)]) < 2n|{C[A(i)]H1, so
IIC[A(i)]“ < 2nl| c[A(i)]lll; similarly |IB[A(i)]||l < znlls[A(i)ll. If

|| BAY]| < 1, [fcralll | < 1, we then have

Ll =1+ |l crafl,
Il <1+ 2om] cradllys
lull, <1+ 20m| BLA]][,

lull =1+ |[~ragf].

Much like the proof of Corollary 3.4 we also have, if |[B[A]|/< 1,

(i+1) _ . (1) (1)
bj sz (l-c'zj)

llegy Il = 11 a2,

o 5™Vl < logP e 8, 8, = I1sa®@ 2,
(i+1)y .
M0 e ol e s
(i+1) (1)
and cond(b, ") < cond(b, (L + B) / (1 - 8.
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Since our interest is in bounding cond(b§l+1)) in terms of cond(bk), we
must simplify the above expression. Let K, = H;=1(1 + Bj)/(l - Bj), so
that

cond(b§i+1)) < [max, cond(b,) JK,

by induction. Using Bj < B?-l’ we obtain

i
Ry S Moy (1+ B/ (1 - s?_l)

i-1
(1+ 8/ = 8T~ 8]

<@+8p/a-spl.

This is a rather unattractive upper bound since it may be quite large if 31

is close to 1. Actually, the situation is not so bad, since
(1) (1) -2
1|

1
23 | = 38;» and

1
o821l 211 e
2+ B
(i+1) i '
cond(bj )< [maxk cond(bk)] Tap 7 sj

If A(A) < 1 then l|c§§)||s A /a, A 2 v@®)y, and

’ : (1)
& 2 A
cond(b§l+ )) < [max, cond(bk)] 3;=1 2‘1‘_)\(5

< 3i max, cond(bk) 3

When A is positive definite it follows from various eigenvalue-interlacing

(1) (1)

j ) < cond(A).

theorems that cond(b, ") < cond(A

4.C.3. Back Substitution

Now let us consider error propagation in the back substitution. Suppose
i+1) (i+1) (i+1)
el e v
A(i.+1)x(i+1) = w(i.+1)

1<k sN defines the computed solution to

i+1’

, and we compute
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y§321 X (béﬁzl)-l(w§§31 g 35211 §f§1) 5 °§§31 §L+1))
+ ’§§31’
yz(? - yJ(.i+1).
FoA0 §§§31 i y§§21 i xé;zl
Sl el e
* eéizl’
§(%) - €§i+1).
2] 3
Now define the vectors
z) = (eii), 0, egi), TR
z, = 0, §{i+1)’ 0, €2(1+1)’.”>T.
we have || z,[|= || €%*Y || by construction, and
§(i) - B(i)zz + 2z, + z,, 31 < B[A(i)].
But in consequence of the construction we actually have
e < maxcl| 8Pz + 2 11, 2,11
1£ || Al <t ehen || 3z, || s 18P || || 2,1l < || 2]l -
Suppose || §(m) || < e and || eV || <e for all i = 1,...,m-1. Then

e < maxcll 8P| | 2,1+ 12yl 12,01

< [l 2l + Il 2,

= gD )s D

S (m=- (i+l) + 1)e + ¢ (by induction on i)

=(m=- 1+ 1l)e,
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and IIE(I)II, the error in the computed solution of Ax = v, is bounded by
me, m = Tiogz N + 11. This is certainly a satisfactory growth rate for
error propagation in the back substitution. 1In fact, it is a somewhat

pessimistic upper bound, and we can more practically expect that errors in

(i+1) (i+l) _ (i+1)

the solution of A

will be damped out quickly owing to

(i)|'.

the quadratic decreases in || B

4.C.4. Storage Requirements

On the matter of fill-in and storage requirements, we note that block
elimination in the natural ordering of A, as discussed in Section 3.A, re-
quires no additional block storage since there is no block fill-in. However,

it has already been seen that odd-even reduction does generate fill-in. The

amount of fill-in is the number of off-diagonal blocks of A(z),...,A<m),
-m

which is 2(Ni - 1) < 2N. Since the matrix A requires 3N - 2 storage
—i=2

blocks, this is not an excessive increase. Of course, we have not consic rced
the internal structure of the blocks, as this is highly dependent on the
specific system, nor have we considered temporary storage for intermediate
computations.

We do note, however, that if the factorization need not be saved, then

(1)

some economies may be achieved. For example, in the transition from A

(2) ), () _ (@

to A , the first equation of A

(D (1) _ (D

is generated from the first
three equations of A The first and third of these must be

saved for the back substitution, but there is no reason to save the second
once A(z)x(z) = w(z) is formed. Thus the first equation of A(z)x(Z) = w(z)

may overwrite the second equation of A(I)x(l) = w(l).

Similar considera-
tions hold throughout the reduction, but some modifications are needed on

the CDC STAR-100 due to its restrictions on vector addressing (see Section 10.B).
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The special scalings of odd-even reduction for systems derived from
separable elliptic PDE's allow implicit representation of the blocks of
A(i) as polynomials or rational functions of a single matrix variable.
Since the blocks of A are quite sparse this is necessary in order to limit
intermediate storage to a small multiple of the original storage. Unfor-
tunately, there does not seem to be a similar procedure that can be applied
to nonseparable PDE's. The only recourse is to store the blocks as dense

matrices, and on current computing systems this will limit them to small

sizes.

4.C.5. Special Techniques

= - = > - = .

Now suppose that A ( pj’tj + pj + qj, qj)’ pj’qj’tj 0, Pl QN 03
we would like to apply Babuska's tricks for the LU factorization (Section
3.A.4) to the factorization induced by odd-even reduction. This only par-

tially succeeds. First, we can represent A(z) = (-p€2),t€2) + ng) + qu),-q€2))

i’ ] j j
where

@) _ =1

Pj Paj P2j-1 P2j-1

) =1 -

&5 25 % Paj Pajo1 Bp4-1 F Y25 Pager Soger’

2) _ -1

i 93 P2je1 Y4417

bk = tk + pk + qk.
Note that t2j < t§2) < sz. On the other hand, the technique of avoiding

the back substitution by combining the LU and UL factorizations of PAPT

* % *
will not work. Let A' = PAPT = (I+L)MD+U)=(I+U)MD +L), (I+ L= Pv,
* % % * *
(b+U)(Px) = £, (I+U)E =7Pv, (D +L)(Px) =f , so that

%* * %*
(OD+D =-DIA"]D(Px) = f+ £ - (L + D[A'] + U)(Px).
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The only way to have A' = L* + D[A'] + U is if no fill-in occurs in
either factorization, in which case L* = L[A'], U = U[A]. 1In particular
fill-in occurs in odd-even reduction, so the method does not work in its
entirety. However, it will still be advantageous to do the reductions by
developing the t(i) sequences. (See [S1] for some examples.)

SchrBder and Trottenberg [S1] also consider a method of '"total reduc-
tion" for matrices drawn from PDE's and finite difference approximations
on a rectangular grid. Numerical stability and further developments are
discussed in [Sla]. The total reduction is similar to odd-even reduction
(which is derived in [S1] by a "partial reduction'"), but just different
enough to prevent the application of our techniques. Part of the problem
seems to be that total reduction is more closely related to the PDE than
to the matrix, though the algorithm is expressible in matrix form. Various
convergence results are undoubtedly obtainable, but we have not yet deter-

mined the proper setting for their analysis.

4.D. Parallel Computation

Finally, the utility of the odd-even methods for parallel or pipeline
computation has been demonstrated in several studies [H3]. Stone [S2],
Lambiotte and Voigt [L2], and Madsen and Rodrigue [M1] discuss odd-even
reduction for tridiagonal systems,* and conclude that it is the best method
to use when N is large (3 256). Jordan [Jl] considers odd-even eliminationm,
which is shown in [M1] to be most useful for middle ranges of N (64 <N 5'256)
on a particular pipeline computer, the CDC STAR-100. For small values of
N the sequential LU factorization is best, owing to the effect of lower order

terms engendered by the pipeline mechanism.

*
The basic method given here is a block analogue of the method examined in [L2].
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The inherent parallelism of the odd-even methods is in formation of

A(L+1)x(l+1) = w(1+1) or X = v(i+1) and in the back

Hiv1

the equations of

substitution for odd-even reduction. It is readily seen from (4.2) that

H, and v(2) may be computed from H1 and v(l) by :

2

compute LU factors of b (1 sk =N)

k!
solve bk[ak cx vk] = [ak C vk], (1 =k =N)

(2) 0 7 Al -
b M "M S (P EEER)
S R -c Vv (1 <k <N) ;
k B %51 "k et

2 a

(2) - - a < -
¢ €1 ks’ (L sk SN - 2)

(Special end conditions are handled by storing zeros strategically or by

oD @)

shortening vector lengths slightly. and w are computed by only gen-

erating new equations for even k; the back substitution is then rather

2)

straightforward once x is computed.

The algorithm for odd-even reduction, N = Zm-l, all blocks n X n,

Ni — 2m+1-1 - 1, is as follows: for i =1,...,m-1

compute LU factors of b(i) (0 sk < Ni+

2k’
(1) .- ~ ~ (1) ) (1)
Dokt1022k41 211 Y2ub1d T (3241 S2kt1 Vout1le

1) ) ) A L D s
by T "D Ry Soper ” Sox Mo (PSR SKR

) L 6 s D) et
" Yok = %k Yake1 ” Sok Yakepr (P Sk SN

(i+1) (1) -
"3k #2k-1°

(i+1) _ _ (1)
Cx "k C2k+1’

v
)

solve c (0 sk s

el

P

i+1)

S

(1 sk s Ni+ - 1)

1
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(m) (m) _  (m)
solve b1 xl = wl
for 1 = m=1,..0,1
(y B _ (i (1) _(i+1) (1)  _ @+
solve by t1 %okl = M2kl ~ Bkl %k = ol Fppy 2 0 2k RN

The ith reduction and corresponding back substitution uses
(12% n3 + 0(n2))Ni+1 - 12n3 arithmetic operations, and the total operation
count for the algorithm is (IZ%N - 12m)n3 + O(nzN + n3). This may be com=-
pared to A%NnB + O(nzN + n3) operations for solution of Ax = v by the LU
factorization.

For a crude estimate of execution tine on a pipeline computer,* we
take TN + ¢, 7 << o, as the execution time for operations on vectors of
length N, ard t, T << t < g, as the execution time for scalar operations
[H3]. The total execution time for odd-even reduction would then be

roughly (12~§-n3 + 0(n2))(TN + om) + O(n3t) versus (4% n3

N + O(nZN + n3))t
for the LU factorization done completely in scalar mode. A qualitative
comparison shows results similar to the more precise analysis given to
tridiagonal systems: for a fixed value of n, odd-even reduction will be=-
come increasingly more effective than the LU factorization as N increases. !
Odd-even elimination should maintain its utility for moderate values of Nj; i
the factor TN + om is replaced by (TN + o)m, but data manipulation is often
much simpler than in odd-even reduction. The actual crossover points be-
tween algorithms are implementation dependent and will be considered to

a limited extent in Section 10.C.

A critical observation on the execution time of odd-even reduction is

that roughly 50% of the total time is spent in the first reduction from

*
A more detailed timing analysis is in Section 10.C and Appendix B.
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A(l) = A to A(Z). Special efforts to optimize the algorithm by solving

the reduced systems differently must take this fact into account. Further-

more, in timing each reduction it is seen that roughly 60% of the high-
order term n3N comes from the matrix multiplications used to compute A
and 30% from solving the 2n+1 linear systems for 52k+1’ etc. Relatively
little effort is used to factor the bgi)'s or to make back substitutions
having saved the factorizations.
The use of a synchronous parallel computer creates some constraints
on implementation which are not so important on a sequential computer.
The first restriction in the interests of efficiency is that the blocks of
A should all be the same size. This allows simultaneous matrix operations
(factoring, etc.) to be programmed without resorting to numerous special
cases due to varying block sizes. 1In addition, pivoting causes ineffi-
ciencies when the pivot selections differ between the diagonal blocks.
As with the LU factorization, the assumption || B[A]|| < 1 only guarantees
that no block pivoting is needed. If A is strictly diagonally dominant
or positive definite, then no pivoting within the blocks will be required.
Thirdly, the choice of data structures to represent the matrices and
vectors must conform to the machine's requirements for the parallel or
vector operations. This is an important problem on the CDC Star owing
to its limitations on vector addressing and allocation [L1]. When A is
restricted to having small blocks this is not as serious as it would be
otherwise. 1In the case of the Illiac IV, the problem of data communica-

tion between processing elements must also be considered.

(i+1)




We now summarize the results of this section. The odd-even elimina-
tion and reduction algorithms may be safely applied to the solution of
certain block tridiagonal linear systems, and in some cases various impor-
tant quantities involved in the solution decrease quadratically to zero.
The quadratic convergence may be explained by expressing the methods as
Newton-like iterations to compute a block diagonal matrix. Variations of
the basic methods, which have important applications to PDE's, also dis-
play quadratic convergence. Parallel computation is a natural format for
these methods, although practicalities place some restrictions on the

type of system that can be solved efficiently.
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5. UNIFICATION: ITERATION AND FILL-IN

Having presented several linear and quadratic methods, we now treat
them in a unified manner as particular instances of a general nonstationary
iteration. We are also lead to an interpretation of quadratic convergence
in terms of matrix fill-in, and conclude that the odd-even methods are the
only instances of the general iteration which display quadratic convergence.
These results apply to arbitrary matrices satisfying || B[A]|| < 1 and not
only to the block tridiagonal case.

Let us first collect the formulae for the block LU factorization,

block Gauss-Jordan, and odd-even elimination.

- 11 -
W0 Ay, = (1- L{A;JE;D[A;17 DA, A = A
- g = £ T
6I: K, = (1- (L{R;] + WA, DE,DIR, 1A, & = A
=
. = - r =
OE: H,, = (I - (L(H;]+ UCH,1ID(H,1"DH,, B, =A.

Now consider the function F(X,Y,Z) = (2I - XY)Z, and observe that

=1

= r i

A, =FOA]+ LIAJE,, DIAT -, A))

- - - - - =] =
= ]

Ai+1 F(D[Ai] + (L[Ai] + U[Ai])Ei’ D[Ai‘ » Ai)
- -1

Hi+1 = F(Hi’ D[Hi] > Hi)

Thus it is necessary to analyze sequences based on repeated applications
of F.
For fixed nonsingular Y we can define the residual matrices

r(M) = 1- MY, s(M) =1~ YM, so F(X,Y,Z) = (I + r(X))Z and

£ (F(X,Y,2)) = £(2) = £(X) + £(X)2(2),

s(F(X,¥,2)) = s(Z) = s(X) + s(X)s(2).




66 |

By taking X = Z and assuming that ]|r(21)||< Lor [[sz)|l<1, the sta-

tionary iteration ZL+1 = F(Zi’Y’Zi) converges quadratically to Y-l. This

is, of course, the Newton iteration.
The related operator G(X,Y,Z) = Z + X(I -~ YZ) = Z + Xs(Z) has pre-

viously been studied as a means of solving linear systems [H8]. When

21 =% 2.

141 " G(X,Y,ii), Bauer [B8] observes that r(Z

wy ® t(x)r(ii) ’

) = s(X)s(zi), ii = (1- by la=yla- saoh, 21+k

= G(zi,Y,ii). This last formula also leads to the

sy

and in particular 2

= 6(Z,Y,2),
2i
Newton iteratiom, for G(Z,Y,Z) = F(2Z,Y,2), S(Zoi\ = S(Ei)z_

In this section we study the nonstationary iteration 2, = A,

= = =1 :
Zi+1 = F(Xi,Yi,Zi), where Yi = D[Zi] and Xi consists of blocks taken
from zi, including the diagonal. The selection of blocks for Xi is al-
lowed to change from step to step, but we shall assume that the selection
sequence is predetermined and will not be altered adaptively. (The cost
of such an adaptive procedure, even on a highly parallel computer, would
be prohibitive.)

For the solution of a linear system Ax = v we take <Zl’v1) = (A,v),
(Zi+1’ vi+1) = (21 - xiYi)(Zi’vi)’ with the sequence ending in or approach-

* ok * : *a1 *
ing (Zz ,v ), where Z is block diagonal. Then x = Z "v . One necessary
condition for consistency is that 2I - XiYi = 1+ ri(Xi) be nonsingular,
which holds if and only if p(ri(Xi)) < 1. Since ri(xi) and si(Xi) =1~ Yixi
are similar we could also assume o(si(xi)) < 1. Using earlier notation,
ri(xi) = C[xi], Si(xi) = B[Xi]; the notation has been changed to provide
greater generality. In the context of an iteration converging to a block

diagonal matrix, the condition |IB[A]||< 1 (implying ||51(X1)H < |b1(21)||< 1)

states that A is sufficiently close to a particular block diagonal matrix,

nmely D[A].
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We first generalize earlier results on linear methods (lki(zi)|[< 1=
'lsi+1(zi+l)” < || si(zi)fl) and then determine conditions under which we

obtain a quadratic method ([]si(zi)]l< 1= IISL+1(Zi+1)” < l]si(zi)[f).
Theorem 5.1 1In the sequence Zi+1 = F(xi’Yi’zi)’ suppose that

{e, |1 sp=N}=T < {(p,@l <p,q sN} =1,
=1
X, = ZTiEpZiEq, Y, = o[z,

5,00 = T-vM
Then l’sl(zl)}l< 1 implies
s @l s sy pll < llsyapll

| ’
2 <l = = q
Proof Suppose flsi(zi)], 1 Define Q by Zi+ Zi D[Zl]Q, so

1

Q = -YiZi + YiXiYiZi = -si(Xi) + Si(xi)si(zi)' Since D[si(Xi)] =0,

S = D[Q] = D[s,(X,)s;(z,)]. Since s (X)) = :TiEpsi(Zi)Eq’ ls;xp il = fls;zp i
2 . -

and sl = [[syp|I°< 1. Thus D{z,, 7= 0(z,1( - 9, ¥, = (- 97,

and Si(zi+1) = (I - S)Si+1(zi+l)

implies || s, (2, DIl = || £, DIl But s,(2,, 1) =8,(@) +Q=

+ S. Lemma 2.2 applies, so that |bi(Zi+l)l|< i

Si(zi) - si(Xi) + si(Xi)si(Zi) = SfiEpsi(zi)Eq + ZTiEpsi(Zi)Eqsi(Zi),
T£=U-Ti’ SO
pj(si(zi+1)) < °j(ZT£Epsi(Zi)Eq)
+ oj(ZTiEpsi(Zi)Eq)llsi(zi)”

< oj(si(zi)).

Thus [(si(z IS ||si<zi)l|< : 9 QED.

i+1
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To see when the method is actually quadratic, we first establish that

- 2
at least some blocks of s1+1(Zi+1) are bounded in norm by || si(zi) ]I .

Corollary 5.1. With the hypotheses of Theorem 5.1,

% 2
2~riEpSi+1<Zi+1)Eq” s llsg@pll”.

Proof. From

L) (E = 9) Si+1(zi+1) + S = Si(zi) - Si(xi) + Si(xi)si(zi)’

g = D[si(Xi)si(Zi) s

and Ep(I -S) = (I - S)Ep, we obtain

(I -5 ZT]._EP si+1(zi+1)Eq + S
= Z‘TiEp si(zi)Eq - ZriEp si(xi)Eq

+ Z,riEp si(xi)si(zi)Eq'
But Z.riEp si(zi)Eq = Si(xi) = Zl.iEp si(xi)Eq’
- = - 1
so (I - S) f.riEp si+1(zi+l)Eq Z.[,iEp si(xi) si(zi)Eq S. By Lemma 2.1,

2
I Z‘TiEp si+1(zi+1)nq|| < || :TiEp si(xi)si(zi)sqll s |lsyxps il = byl

QED

In certain cases Corollary 5.1 provides no useful information, since

we could have :I‘ Ep )
i

si+1(Zi+1 Eq = (0. Block elimination is one example
where this occurs. However, it is seen that if we are to have “si+1(zi+l) Il

< || Si<zi) ”2 then we must have

2
(5.2) || z.r,iEp si+1(zi+1)}:q|| < || s; ) ||

This is certainly true if Ti ia the null set, in which case we are generating
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the Hi sequence, so we shall assume that Ti is non-empty and show that
(5.2) will not hold in general.

We set one final condition on ’1‘i for notational purposes, though it
turns out to have practical consequences: 1if it is true that EpziE =0
for any starting matrix Zl’ then (p,q) must be in Ti. For example, we

now write the Gauss=-Jordan algorithm as

- - - - i - =] =
= f 1 17 1 «
A, = F(DIA,] + (L(A[] + L~AiJ)(._j=1EJ.), D[A;T 7, AD.

Inclusion in Xi of all blocks in Zi known to be zero clearly will not

affect the sequence Zi+ = F(Xi,Yi,Zi). With the additional condition

1
on Ti’ it follows that if (p,q) ¢ 'I’i then EpziEq can be zero only by

accident, and not by design.

Corollary 5.2. With the hypotheses of Theorem 5.1, only the choice T; =0

yields a quadratic method for arbitrary starting matrices Zl'

Proof. Suppose that T} # 0. Following the proof of Corollary 5.1, we

obtain

(I -9 (Z ., +)E

i+1" "q

-
si(zi)Eq + ,_r,iEp si(xi)si(zi)sq

”
“r'iEp Siv1

b0
'
“Ti P

which implies, by Lemma 2.1,

I r'r'iEp $141 2 Eq |

< || :r,isp si(Zi)Eq + S+ zr,isp si(xi)si(zi)apn d

The presence of nonzero lst order terms (Zf'Epsi(zi)Eq) in general dominates
i
the 2nd order terms (S + :TREP si(xi)si(zi)Eq)’ and we cannot conclude that

(5.2) will hold for arbitrary Z. satisfying Ilsl(zl)||< 1. QED

1
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Now let us consider what happens when block fill-in occurs, as it
will during the odd-even algorithms for block tridiagonals. For the off-

3 4 = #
diagonal ,q) block, p # q, we have EpZiEq 0 but Epzi+1Eq 0. Since

Zigr T %y 7 Xy¥y2gs B2 EL S EX (GY,2)E = E X s,(Z)E , and
(l Epzi+1x-:q{l < || priH Il si(Zi)EqH. From (5.1) and E_SE_ = 0, we have

(I-9E s VEg = E, 5; (X)) s;(2;)E,, vhich implies f E, s

P 141 Zi D El
<|ls+ Ep s; (X)) si(Zi)Eq“ < ||si(zi)|f. (We cannot conclude that

i+1(zi+1

| 112
<
I E, Si+1(zi+1)Eq,l ]]si+1(Zi+1)]], however.)
As shown by these inequalities, fill-in produces small off-diagonal
| .
blocks of 21 when || si(zi)h < 1, and the corresponding blocks of si+l(zi+1)
are quadratically small with respect to Si(zi)' Thus one source of quadra-

tic convergence is from block fill-in during the process Zi+l = F(xi’Yi’Zi)'
In summary, we now have two explanations for quadratic convergence in

the odd-even methods when applied to block tridiagonal matrices. The first

is that the method is a variation of the quadratic Newton iteration for

A‘l. The second is that, in going from Hi to Hi+1’ all the non-zero off-

diagonal blocks of Hi are eliminated and all the non-zero off-diagonal

blocks of Hi+1 arise from block fill-in. Each block of B[Hi+1] is there-

fore either zero or quadratic in B[Hi]’
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6. HIGHER-ORDER METHODS

For Poisson's equation, where A = (-I, b, -I), the choice N =2 - 1
leads to considerable simplification in the Buneman odd-even reduction
algorithm. The most important properties are A(i) ) (=T b(i), -1)
(constant block diagonals) and the expression of b(i) as a polynomial in
b. However, in some applications other choices of N are much more natural.
Sweet [S10] therefore described a generalization of odd-even reduction
which could handle these cases and still preserve constant block diagonals
and a polynomial representation. Bank's generalized marching algorithm
[B5] for Poisson's equation uses one step of (very nearly the same) gen-
eralized reduction in order to control the stability of a fast marching
algorithm. This technique is analagous to multiple shooting methods for
ordinary differential equations.

In this section we analyze Sweet's method as yet another variation
of odd-even reduction, and show that it possesses higher~order convergence
properties. The algorithm actually considered here yields Sweet's method
through a suitable block diagonal scaling, and hence our results carry
through much as before. It must be emphasized, though, that the methods
of this section are not intended as practical methods for general block
tridiagonal systems. Rather, our purpose is to elaborate on the quadra-

tic properties of odd-even reduction by showing that they are special

cases of convergence properties for a family of methods.

6.A. p=Fold Reduction

The idea behind the generalization of odd-even reduction is to take

a block tridiagonal linear system involving the unknowns x 3 Xpsenes and

1
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to produce a new, smaller block tridiagonal system involving only the

unknowns x Once this system is solved, the knowns xp,...

p,xzp,....

are back-substituted into the original equations to compute the remaining
unknowns. The entire process will be called p-fold reduction; odd-even
reduction is the case p = 2,

Let p 2 2 be a given integer, and define N2 = (N/pl/. Starting with

@, @ . @

Ax = v we generate the reduced system A , wWhere

A(Z) = (a§2)’ b€2) c€2)) s x(Z) = (x_.)_ , and the diagonal block ng)

- X, 3N
J J 25 PIN, 3

has dimension npj' For' 1l sk < Nz + 1, define

Pipeptl  Shp-pel
akp-p+2 bkp-p+2 ckp-p+2
fepel ke

When kp-1 > N, either extend Ax = v with trivial equations or let Ak be
redefined as a smaller matrix using the available blocks of A. Next, re-

partition A to have diagonal blocks

R L e

and call the new system AX = V. Three adjacent block rows of & are thus
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C XD
NG

The p-fold reduction is obtained by performing a 2-fold reduction on K,

and the back substitution is obtained by solving the system

“kp-pt1 'kp-p+1 ,*kp-p+1 “kp-p
/ 0
, -
b S
0
Jkp-1 Nkp-1 “kp-1 “kp
By taking
%p-p+l  kp=ptl  “kp-p+l / Pkp-p+l L Vkp-p+1
: " . -1 / 0 5 =
. = ‘ 0
Mep-1 Vkp-1 “p-1 L Ckp-1  ‘kp-1

the reduction step simplies to

) B
k 3p %p-1

(2 - - 3
b " %~ %o Yipel © Skp Shpai

c(z) -c, V.
k kp 'kp+l

(2) . = o -
i * Ve T kp Fkp-1 T Skp Pkpr1’

(6.1)

and the back substitution becomes
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“kp-j = %p-3 T %p-j “kp-p ~ “kp-j “kp’

1 €3 %p-l.

Rather than computing the entire ~ and vy vectors, a more efficient

technique is to use LU and UL processes on the A blocks:

for each k = 1,2,...,N, + 1,

2
(LU process on Ak)
Mt " Ypepett B g T B

%,1 T Vkp-p+1’
for j = 2,...,P~1

sobve 5,501 Mg ae1 G, 31 Bl 5o

B R e Tt

%, j
%, 3
L%, 5 7 Vkp-pti T Pkpmpt Tk, j-1
salve Bk,p-ltakp-l Ykp-l mkp-l]

=B el Skpet Ty g

- B
Ykp-pt+j Ok, -1

b . - a G
kp=p+j kp-p+j 'k, j-1
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for each k = 1,2,...,N,_,

(UL process on Ak+1)

B ot ™ Minet’ Yeiz e ™ “kptp-1°

Bet1,-1 ~ Vkpp-1
for j =2 ., p=1

solve Bk+1-j+1 [Ak+1,-j+1 Ck+1,-j+1 Fk+1,-j+1]

(2o 41 Vikl,- 541 Fa1,-j+1)

Bk+1,-j ¥ bkp+p-j " Skp+p-j Ak+1,-j+1

Ykt1,-j " " Skp+p-j Ck+1,-j+1

L%1,-5 7 Vkorom3 T Skprpej Tkel,- 341
solve

Bree1,-pr1 (%pe1 Yipt1 Tpri)

® [%pe1 Yir1,-p+1 Beel,-pr1]

B @) . @

The block tridiagonal system A w is now generated by (6.1) and
solved by some procedure, and we take advantage of the earlier LU process

for Ak in the back substitution:

for each k 152 oo mpNe e 1

2

xkp-l b ¢kp-1 B akp-l xkp-p b Ykp-l xkp
for § = p=2 .05k

*kp-p+j ki Fk.j B Ak,j “kp-p ~ Ck,j “kp-p+i+l’

6.B. Convergence Rates

As observed in Section 2, if || B[A]|| < 1 then, under the X partition-
ing for p-fold reduction, we have || B[X]|| = || B{A]|| . By Corollary 4.1

it follows that p-fold reduction will yield ||A(2)H < ||X|] = || Al] and

(2)

[ B{a™ 1| < llB(Klzu s || B[A]Ilz. In fact, we can provide pth order
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convergence, although our first result is somewhat weaker than might be
expected in comparison to earlier results.
We will actually consider a natural generalization of odd-even elim-

ination. Let Mp be a nonsingular block (2p-1l)-diagonal matrix,

M = (m, yleeiang il s = SRR e
o ( Js=p+l * 1,0 i,p-1'N

We want to pick Mp such that

MPA =(rj, O R e () sj, O e a0y tj).

p-1 p-1

2)

MPA is a block (2p+l)-diagonal matrix; A is constructed by selecting
the intersections of the block rows p,2p,..., and block columns p,2p,...

Thus we have

al® = ¢ 0@ =,
J JpP 2 jp

ch) = gy W§2) = @ V).
3] Jp A p Jp

Now, the jth block row of MpA is

N
Ti=-pt

m,  [block row (j+k) of A],
1 Bk

so that
r, =m, &,
] js=p+l " jep+l’

s cj_1 + m b, +

TR " - a
¥ ik 350 5 T M4 fge

y = c .
37 "i,p-1 Cgep-1
We require that
By et Saeel %k P Y Bt B ™ W
[k| = 1,2,...,p-1,




where we take m, =
J,=P

b
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m, =
JsP
The special case p =2, M

<1 a1
= (~a.b, _,I,-c.b,
R N )

in Section 4.A. For p > 2, define

d, = b,
J"p+1 J'p+1 L
Thcle T Paop Pty cul Seaiy
ko peZiia,l
2 w
g T Uy e
ke = pm2 e 5w,
a, = b,
jsp-1 j+p-1
" -1
Gyt Bt T “pk Y4 ke Bpaer”
k= p=2;..051,
2 "
Vidk T TCae Y4,51
k = p=2,...,0.
Then we may take
m, = W, 4 e Bl
Js=k JJsO uJ:'l “Js'k+1
m, = I
j,0
Sk V80 Y1 0t Ve ey

e B2 e my =L

The d, !
5 J,'k

by a UL process. It follows from earlier results that if ||C[A]l]1< 1

s are derived by an LU factorization process, and the dj ik
’

), has been considered

t's

then {lmj,+k“1 s '[C(A]HT » S0 the diagonals of Mp decrease in size as one

moves away from the main diagonal.

Our first theorem partially generalizes Theorem 4.1,
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Theorem 6.1. Let J = (-s’lr 0 0, -5 'c), B = (-b'la B, b . c.)
P e e SN J j) bl CEL TS | bl j ' ’ j ’ ’ j j ’
B=L+U, J=J +J, llLl]s o, || U]] < a, | B” < 24 = B, with o < 3.
Then || 3|l = 8°, [la Il =38°, [l3,ll S-Bp
B - 3 B -1
Proof. let Ry =0, R =L(I-R_;) U, T, =0, T, =U(I-T,_,) L,
k= Eooup=l; S = e + Tp-l’ so that
(T=8J ~LEE=R_ D) 5r-r 3L L(T - R)™ L
L p_z p_3 “ e 0 3
K -1 =3 -1,
(T ~ Sha = U(T = Tp_z) U(T = T30 T .e. UCT - T,
Pefine ¥ = 0, % = o0k & Bl )0
‘0 * Vi o
IR < 6, BTl = v,
/ \r '-p
ol Il 3l = P/raa = 29 DIy @ - 491,
Lo ; p-l L ~p=2 :
Il 3 = eP/p2F a1 - 2VP_1)ui=0(1 - )3
2 s
Define 50 = 0, 51 =1y 5k+1 G = o ék-l’ S0 5 = det(a’l’a)(k-l)x(k-1)> a,;
f = 2 / = = / - i —-P 2 - =
b ™ TS TR S B ol S T AL )
2 ) _ 2., 0
(1 - pr_l)ép 5p+1 - o ép-l' Define 'k = ’k+1 - o Vk-l’ so T, = i 18
2 - . I PR
Ty = T e T ® Ty = & T g By lndu;:tlon, ‘k(Z) -12 5 1
dr da= -20k8 | < 0. But then, for # £ 3, T (2) 2 T (P, so 2P RCIER?
: 1
Thus || 3| s 8° and || 311, 1| 3]l < 3°. QED. |
Corollary 6.1. If ||B[A]]|< 1, | LrB[A]]l], ]]U[B[A]]|IS'%||B[A]|I: then
2
I 8ta® 1] = || Ball P
In generalization of Theorem 4.4, there is the very surprising
Theorem 6.2. with AT = xa™®y, A <9, WP o o, hen D)/ 10 Aar By,
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2
NESIN X(l)p<1J( )> < > .
3 & u(l)p

S Sl v

X ]I(l - cjp-
1
x|l T]Jp-p,Zy
< 2 (G
pd U T L 4

” Gia p+1” ” jp-p+1 *ip-pt1

Proof. It suffices to consider i = 1, so we will drop the superscripts.
3 = -1 = -1 = -
Define ej,-k bj-k dj,-k’ nj,k bj+k dj,k’ k 05 +00,p~1; B0 that
-1 -1 -1 -1 -1
L = G=al el i . Heo B o] . (b, a, €,
o s 3 J:'l)( j=1 "3-1 j3,-2 ¢ j=p+2 " j-p+2 J:'P+1)
-1
X (b. i s
®jopr1 2jmpt1)
a§2) = rjp’
. -1 -1 -1 -1 —
B30 TP g S T2 0 Pgier Cape Typet)
-1
& (bj+p-l aj+p-1)’
2 =g,
J Jp
b® = s
J JpP i : )
= - = -1 - “- =
53757 25 %51 P3e1 %3-1 7 S5 M1,1 Py e
=b.(I - c.).
J )
Now lln'l = t, At l=a - a5 Il 76)"%, By defining E, = 1
g g jsp']- i j’k j,k+1 1 2
-1 -1 e =1
E, = (1- XEk_l/A) , we have || ﬂj,p-k” < E . Similarly, Ilej,-p+k” < E
: . -1, _ 2)
This yields || ch < XEp_l/Z, [| (1 - oj) | =2/¢ - XEp_l). To bound A¢ ,
observe that
2)=-1 (2) 2)-1 (2)
eyl N D
b b
= =
<4 (1 - o, b, g
la-o ) Mot Il _1u 163E ) ol

I

=111 11 b2
it jp=p “3p- pl'll jp P e jp p+l jp-p+1“
'lnjp s P-lllll jp-l Jp-1”
P gp-l g2,
Miay Ej




X(Z)

Thus is bounded by the above quantity. Suppose first that A = 1,

which implies that w = 1. Then En = 2n/ (n+1), the bound simplifies to

lp, and we are done with this case. Now suppose that A < 1, It may be

shown by induction that En = (1 4+ (1 - un) G- un+1), yielding

)-1

/ 2 2
2/ - XE,_PY¥=a1-na- WY 1+ WP, and with a little effort

1

the bound simplifies to the desired result. QED

Note that we have not actually shown that \(l) < 1 implies X(l+1) i

This point is now to be resolved.

Gorollary 6.3, TE AP y (1) (1)

. 0y
< 1, and u(l+l> = u(l p.

< 1 then = with strict inequality if

l(i)

Proof. The case k(l) = 1 was considered in Theorem 6.2. Suppose that

0 < A< 1, again considering only the case i = l. It is not hard to show

lp/2] :
that (L + w/2)?@/a + &P = (ip(l))-l, where I (1) = . Soa - 0.
Now, Sp(l) =1, TL(K) <0 for 0 = X< 1, so Ep(l) > L oy S—S A< 1 and
K(Z) < AP for this case. Assuming only A <1, and since A(1l + u)z’h = 1hy
we have \(2) = up(Z/(l + up))z, which implies u(Z) = up- QED |

6.C. Back Substitution

Error propagation in the back substitution for p-fold reduction de-

pends on the particular implementation. In the simplest form

X. : = @ s = % -
kp-3  “kp-j - “kp=j “kp-p ~ Ykp-j “kp’

errors in xkp-j depend on newly generated rounding errors and propagated

errors from X and x, . We can write the computed solution as
p=p kp

= + £ to find
Ykp=3 ~ “kp=j T kp-§ 3
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L= - 3 - A " + € o
p-3 = "%p-3 Tkp-p ~ Yip-3 kp T “kp-

It follows from the analysis of the Gauss-Jordan algorithm (Corollary 3.5)
and from explicit formulae for e Bepe gt that 'lakp-ju < IIB[A](F-J,

,‘Vkp-j” < []B[A][P if || B[A]][ < 1, which leads to

I &pe g1l = I BLA2PT N g i+ 1 BtaTIP I g I+ 1] o I

kp-j
Errors in a newly computed component therefore depend most strongly on
errors in its closest back-substituted component, and the "influence'
decreases as the distance between components increases. Moreover, we

have

S gll = HBt&Y I maxclig M 15 b+ Il e

I

kp=j
If € is a bound on errors introduced at each stage, it follows that errors
in the final computed result will be bounded by ¢ logP N.

Slightly different results prevail in the back substitution
xk[:»-l a ’Qkp-l E “‘/kp-l :ﬁcp-p fi Vkp-]. x‘kp
for j =2,...,p~1
3 ., =F ;- A b < - C - g
“kp- j k,p=j k,p=j “kp=p kyp=] “kp-j+l
Errors in the computed solution = . + . obey th 1
£ Tkp=3 T *kp-3 ikP‘J Ry
g = -y g - E. .+ ¢
kp=1 kp-1 “kp=-p kp-p “kp kp=-1
for § = 2,¢cayp=l
- e S -C , + €
-3 = "M,pm5 Fkpep T Ciypg Skpge1 * Sip- g

so the errors in xkp-j depend on propagation from xkp-p and x rather

kp= j+1
than xkp-p and xkp. This implies a linear growth as in the LU factorization
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in conjunction with logarithmic growth as in odd-even reduction. If we

again suppose that ,'ekp-jlls €, with ligkp_p[L [(ékplls £, it follows
that

18Il s lBCEI[ € + e,

I &gyl = 13037 macs, g, 0> + e
which leads to I]gkp_j“ < £+ (p-1)e. The end result is that errors in

the final computed result will be bounded by ep logp N.




7. SEMIDIRECT METHODS

Briefly, a semidirect method is a direct method that is stopped be-
fore completion. In common usage, a direct method for the solution of
Ax = v computes x exactly in a finite number of steps if exact arithmetic
is used, while an iterative method computes a sequence of approximations ?
x(i) converging to x. The semidirect methods* are intermediate on this
scale, producing an approximation to x in a finite number of steps, j
while an additional finite number of steps could produce x exactly. During f
the computation, intermediate results are generated which approximate the
solution. If the error is small enough then the algorithm is terminated |
prematurely and an approximate solution is returned.

The method of conjugate gradients is an example of a semidirect
method since it can produce a good approximation long before its usual

termination [R2]. The accelerated Parallel Gauss iteration ([H4] and

Section 8.E) is another example, as is Malcolm and Palmer's convergent LU

factorization [M2] of A = (a,b,a), a and b positive definite with o(b-la) << %.
Here we consider semidirect methods based on the quadratic conver-

gence properties of the odd-even methods. This will generalize various

results obtained by Hockney [H5], Stonme [S2] and Jordan [Jl1]. Buzbee [B17]

discusses a similar technique based on the Buneman algorithm for Poisson's

equation (cf. Theorem 4.3).

*
The name semi-iterative has already been appropriated for other purposes
[V3]. Stone [S2] initiated the name semidirect.
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7.A. Incomplete Elimination

Let us first consider odd-even elimination for Ax = v, which is the

o 5 » (1+1)_ (1)
process Hl A, v v, Hi+1 (1+ C[Hi))Hi, (1 + C[H NDv -

In Theorem 4.1 we proved that if || BA]||< 1 then l,B[Hi+1]]lS [,B[Hi]ZIL
so that the off-diagonal blocks decrease quadratically in magnitude rela-
tive to the diagonal blocks. This motivates the approximate solution
z(i) -1 (i)

= D[Hi] v . Because we halt the process before completion, we

call this technique incomplete odd-even elimination.

Theorem 7.1. ||x - 2 |[ /[ || = || 8tu 1L

Proof. Since v(1) = H;x = D[H,](I - B[H;Dx, we have V) = DH; 1 -1 o
X = B[Hi]x. QED

Thus the B matrix determines the relative error in the simple approxi-

mation z P, 1If 3 = [| BfA]||< 1, 0<e<1l,m= i-log2 N7, then

log7
(7.1) k =1+ max(0, min(m, 1og2 logo

guarantees [[B[Hk]u < ¢. For example, if 3 = %, e =2 = 10-6, then

k = 6 and we should have N > 32 for incomplete odd-even elimination to be

. 2% 32 . . -9.6
applied. 1In fact, || B[Hk]H S8 =32 =210 , so the results of the

incomplete elimination would be much better than required.
In the case n = 1, aj = cj =gy bj = b, we have ‘[B[Hi+1]|’=
f, f
| Beu 37 /2 - IIB[Hi]Z}]). Since x/2 < x°/(2 - x°) < x° for 0 < x < 1,

k must be larger than

logz(e/Z)

(7.2) 1+ log2 _1_0-82—(3"7)-
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k-1
in order to have ]lB[Hk]]IS €. (By induction, B(k) > 2(5/2)2 , and if

2(8/2)2 > ¢ then B(k) > €.) A more refined lower bound is obtained

i gy

by defining T atl Vil

3 @2 - Ti), and computing the largest k such

that

(7.3} 'rk> €.

Since B[Hi] is the matrix associated with the block Jacobi iteration for

H x = v(l), when I]B[Hk]llis small we can use this iteration to improve

3
(k) (k)

; : B :
the estimate 2z In fact, the choice z = DLHkJ is the iterate

) 2,

following the initial choice z If z(k’o) is an approximation to

x and 200 MY - B[Hk]z(k’l) + D[Hk]-lv(k) then || x - 29| <
: (k,0) -
]IB[Hk] [|l|x =z l . k and ? may now be chosen to minimize computa-
k-1
tion time subject to the constraint 3 & < e. Any of the other standard

iterative methods may be used in place of the Jacobi iteration; for related
results using the theory of non-negative matrices and regular splittings,
see [H1l].

We have remarked earlier that if the tridiagonal matrix A = (aj, bj’ cj)

is irreducibly diagonally dominant and S(l) = llB[Hi]llchen 3(1) < 1 and

S(1+1) s 8(1)2. This is a case of practical importance in differential

equations. However, the example A = (-1, 2, -1), for which 8(1) = 1,
1 <isml, B(m) = 0, shows that strict inequality is necessary for incom-

plete elimination to be effective.
B(1)

Indeed, when is very close to 1, as will be the case for most

second-order boundary value problems, the fact that we have strict in-

equality does not imply that B(l) will be small for i < m. With regard

(L . “1 () (%)
D[Hi] v 5 zj
1

v 3 el sics+@la ). Thus forme2®- 1, 1<m,

to the particular approximation z depends only on
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1)
L
though this is not the only possible approximation, complete odd-even

*
the center point z 1 will be independent of the boundary data. Al-

elimination will be necessary to ensure convergence to the continuous

solution.

7.B. Incomplete Reduction

The incomplete odd-even reduction algorithm is analagous to incomplete

odd~even elimination. Complete reduction generates a sequence of block

tridiagonal systems A(l)x(l) = w(l), 8 BRI e B ~log2 N + 11, solves

A @ | (m)

W exactly for x , and back substitutes to finally obtain

(D (k) &) _ (k)

X =% . Incomplete reduction stops with A for some k be-

tween 1 and m, solves this system approximately for y(k) g,x(k), and back

substitutes y(k) y(l) a2 x<l) .

to obtain y =
We remind the reader of observations made in Section 4.D, especially
that roughly half the actual work is performed in the first reduction, one
quarter in the second, and so forth. Thus the savings in incomplete reduc-
tion would be much less than those in incomplete elimination, where the
work per step is roughly constant. For more details, see Section 10.C.
In contrast to incomplete elimination, the incomplete reduction must

deal with error propagation in the back substitution. We have already

shown that roundoff errors in complete reduction are well-behaved, and

can only grow at most logarithmically. But since the approximation errors
quite possibly might be larger than the roundoff errors, a different analy-
sis is needed. We will see that a number of interesting properties result,

including no growth of errors under certain assumptions about roundoff,

*
This observation is due to an anonymous referee of [H2].
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and a superconvergence-like effect due to damping of errors.

(k) (k) (k)

An initial approximation y may be computed from A

cording to our analysis of incomplete elimination. The choice

7 = ppa® 7 ey 1

is a simple one, and we have

The parameter k should be determined both for computational economy and

for a suitable approximation. Here the quadratic decreases of B[A(l)

important and useful in some (but certainly not all) situations.

(x)

Regardless of the source of the approximation y , let us suppose

that ygk) = xgk) + ng). In the back substitution, y(i) is computed from
y(i+1) By
(i o GFD
25
(i) o 08 R () (1) (1) _ (1) (i+1) (1)
Ya3-1 = (Bpyop) (23- fa3-1 T4 TR e T
with e§§21 representing rounding errors. We then have
5(1) & S(1-+-1)
2] J
x) (1) _ (1) (D (i+1) (1) (i+1)
gt T en t Cager Balg Y F ey 8y e
Theorem 7.2. 1f || e® |l < - | sta® 1)) || sV || then 5P | = IIs
Proof. By construction,
cgi) 0
6(i) - (L+1) " B{A(i)} §i+1) )
i
(1) } 9
6(r+lj/ 5(i+1)
2 Z

and wt ac-
< |Bra®™ 1]l

] are

(i+l)'L




88

As in the analysis of roundoff error propagation for complete odd-even
reduction, we have

I 8D s max(l] sEFV YL 1 @+ [ a P | 6V,

From this expression and the hypothesis we have ]|5<i)}ls I R(i+1)|l.

But, also by construction, || S(i)H = || 5(i+1)i|. QED

This theorem requires some explanation. First suppose that no round-

(1) (D

= 0 and all the error in y is

(k)

ing errors are committed, so that 2

derived from the approximation error in y It now follows from

Il Bfa]l| < 1 that this error will not grow during the back substitution.

From || x| < || x| , we conclude that [k-yll /lkfl < [k -y | /™).

CE

In fact, it is easy to see that while || x - y|/= || x many

vector components of x-y will be much smaller in size than ![x = y}].
In Figure 7.1 we illustrate the errors by component for the tridiagonal

system (-1, 4, -1)x = v, N =31, k = m-1 =4, v chosen so that xj =1,

and ygk) = bgk)-lwgk). In the absence of rounding errors, the back sub-
stitution quickly damps out approximation errors, creating a very pleasing
superconvergence-like effect.

Now suppose that rounding errors are committed and we have the upper

bound “ e(i)|ls 8le = IE ” 6(k)|IS ve for some moderate constant v then we

have essentially solved the system A(k)x(k) = w(k)

exactly, and the error
propagation analysis is the same as for complete reduction. That is, we
have || 5(i)]|s (k- i++v)e, 1 si sk,

The remaining case is when ||5(k)l|>> €. Here the semidirect method
must be considered in competition with an iterative method. The hypoth-

(k)

esis of Theorem 7.2, Ilﬁ(k)ll(l - |IBfA*" || ) = €, should be viewed as
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Figure 7.1. log,, Ix-j yj[ vs. j.
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an attempt to formalize the condition !lé(k)|]>> €. As long as the hypoth-
esis remains true, the difference (in norm) between x(i) and y(i) can en-
tirely be attributed to the original approximation error. As soon as the
hypothesis is violated it is possible for the errors to grow, but we will
still be able to say that || x - y|| = |]6(k)[]+ O(ke). Although the super-
convergence effect would be moderated somewhat by roundoff, its qualitative

effects will still be felt and we can expect this bound on accumulated er-

ror to be an overestimate.

7.C. Applicability of the Methods

We close with some remarks on the practical application of the qua-
dratic semidirect methods. In Buzbee's analysis [B1l7] of the Buneman algo-
rithm for the differential equation (-A + d)u = f on a rectangle with

sides o, and o,, d a nonnegative constant, it is shown that if
1 2 =

il
2 2 95
1 [dca £ 7']2 =]

then a truncated Buneman algorithm will be useful. Geometrically this re-
quires that the rectangle be long and thin if d is small, and hence the

block tridiagonal matrix will have small blocks when properly ordered.

By directly considering the finite difference approximation to Poisson's

equation on a rectangle with equal mesh spacing in both directions it is
possible to reach a similar conclusion; this also serves as a simple model
for more general elliptic equations. With M nodes in one direction and N
in the other, M < N, the matrix A is (-IM’ Pys -IM)N, P
~1

It is readily verified that || B{A]||= Z‘qull» Q™ By »

;= (=1, 4, =D

M
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b D +D
2 D
R, | )
n l(]_ : 2Dm
2 )
o3
By ® kaBy ® 5 By S 0B = haca

The following table gives llB{A]]Ifor M = 1(1)6, along with estimates

on the number of odd-even reductions needed to obtain |[B[A(1)]l|< 10 .

k such that || B[A

8

(k) 8

1]l < 10”

upper bound
(7.1

M || BtA1]] lower bounds
8 .2 7D
1 2 =5 5 5
2 2 s 7 6 .
3 S = 86 6 7
4 Rl g 7
5 B+ 9 6 8
6 22 s 98 6 8

6

10

1 §

These figures again lead to the conclusion that the best use of the semi-

direct methods for elliptic equations will be with long thin regions. 1In

the next section we consider some iterative methods which use matrix split-

tings and orderings to take advantage of this property.
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8. TITERATIVE METHODS

In this section we consider the iterative solution of a finite dif-
ference approximation to a general nonseparable elliptic equation. Of
particular interest will be methods which employ, as part of each itera-
tive step, the direct or semi-direct solution of a block tridiagonal
linear system. Continuing our emphasis on methods for a parallel computer,
we want this system to be such that the method already considered can be

used efficiently.

8.A. Use of Elimination

Let us first note that several of our theorems about block elimination

have applications to iterative methods. Consider the system Ax = v and

(i+1) ()

the block Jacobi iteration x = B[A]x - D[A]-lv. Suppose that

|!B[A][[< 1, so the iteration converges; this condition is satisfied for
many elliptic equations with suitable partitioning [V3]. 1If the structure
of A can be simplified by an elimination step, forming A'x = v', then
subsequent computations will be handled more efficiently, and since
Il Ba' 1| = '(B[A]Il the iteration will not converge any slower.

Indeed, convergence of the block Jacobi iteration will often be quite
slow. When A is also positive definite the Jacobi semi-iterative method

(J - SI or Chebychev acceleration) [V3]

x(i+1) = (L) > D[A]-lv A x(i-l) X(i-l)’

vi+1(B[A]x ) +

/ 2
3 y = Y@ - %,
2

-1
Vg1 ™ (1 -9 vi/A) , 0 = 0(B[A]),

Ve = 1, v

will converge at a much faster rate and is a natural candidate for parallel
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computation. If we use B8 = I|B[A]|Ias an upper bound on p and use the

sequence of parameters

* % 2
iy = 1, v, = 2/ @2 - 8%,
- X PIRE
\)i+1 (1 e B \)1/4) ’

then the J-SI iteration for A' will not be slower than that for A. By
""preprocessing' Ax = v we can expect that the actual computation time will
be smaller; unfortunately a complete proof of this claim is not at hand.
Juncosa and Mullikin [J2] discuss the effect of elimination on itera-
tive methods when A = I - M, M 2 0, m_. = 0, and £ mrs < 1 with strict
inequality for at least one value of r. Their pariicular interest for el-
liptic boundary value problems is to order the boundary nodes followed by
the interior nodes, and then to eliminate the boundary nodes. This would
be useful for domains with curved or irregular boundaries. It is shown
that, with A' = I - M' representing the system after eliminating one point,
pM') < o(M). Thus the point Jacobi iteration will not be slower. Also,
if ¢ = (E = L[M])-1 U[M] is the matrix describing the Gauss-Seidel itera-
tion, then o0(G') < p(G). Similar results follow from work on G-matrices
[B4]. As in the proof of Corollary 3.2 we obtain corresponding results

for block elimination, though not under the more general assumption

| Bra7|l < 1.

8.B. Splittings

The block Jacobi iteration is created by '"splitting off' the block

U+D) o« oY + v

diagonal portion of A, and using the iteration D[A]x
Many other iterative methods are also defined by a splitting A = M

Mlx(i--l-l) & M2x(i) +

and semidirect methods can be used to solve the system for x

s
v. When M1 is a block tridiagonal matrix, various direct

(i+1)
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A particularly effective procedure discussed by Concus and Golub

[C4] is readily adapted to parallel computation. The equation
Lu = ~7° (a(x,y)yu) = £

on a rectangle R, a(x,y) > P and sufficiently smooth,,undergoes a change
of variable w(x,y) = a(x,y)2 u(x,y) and scaling by a - to yield the equiv-
alent equation

-w + p(x,y)w = ¢q
1 1 1

=
on R, p(x,y) = a : A(@%), q = a 2f. The shifted iteration (-A + k)er_1

= (k - p)wn + q, k a constant, is solved in the discrete form

(n+l) (K1 - P)w(n) + Q, where P is a diagonal matrix. Since

(-Ah + KD)w
the system (-Ah + KI)b = ¢ may be solved by the fast Poisson methods and
Chebychev acceleration is applicable, the overall method is highly paral-

lel and rapidly convergent.

8.C. Multi-line Orderings

There are a number of more classical iterative schemes which involve
solution of block tridiagonal systems. We begin with the multi-line itera-
tions for a rectangular grid; the ordering of unknowns and partitioning
for 2-line iteration on a 6x6 grid is shown in Figure 8.1. A diagram of
the resulting matrix is shown in Figure 8.2.

The underlying technique of the multi-line methods is to divide a
square or long and broad rectangle into a set of long and thin rectangles.
A discrete form of the elliptic equation is then solved over each subrec-
tangle as part of the iteration. By partitioning the grid into groups of

a few lines we obtain systems that can be solved well by general block

F
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Figure 8.1

Figure 8.2 The 2-line ordering.
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18 3l 36 35 26 9
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Figure 8.3

Figure 8.4. The siiile spiral ordering
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methods, particularly the semidirect methods of Section 7.
The multi-line block Jacobi iteration with Chebychev acceleration
is probably the simplest method to implement on a parallel or pipeline

computer and should be considered as a benchmark for other methods. With

an nxn grid and a k-line iteration, n = kn', the splitting A = M1 - M2 is
such that M1 consists of n' decoupled block tridiagonal matrices, each of

which has kxk blocks with N = n. By storing zeros in strategic locations
M1 may be regarded for computational purposes as one block tridiagonal
matrix with kxXk blocks and N = nn' = nz/k. Lambiotte [L1l] points out
that only log n odd-even reductions are needed because of this construc-
tion, rather than log N reductions as for the general case. When incom-

plete odd-even reduction is used, the number of lines may be chosen ac-

cording to the guidelines given in Section 7.C for Poisson's equation.

8.D. Spiral Orderings

Another useful ordering of unknowns for parallel computation is the
single spiral order diagrammed in Figures 8.3 and 8.4. The spiral order
essentially produces a very long and thin rectangular region, which is
represented by the tridiagonal matrix forming the central portion of the

matrix in Figure 8.4. In the splitting A = M, - M, we take M, to be the

1 1

tridiagonal center of A. For an nxn grid M, is nzxn2 and has H B[M1]”

1

1
about 25 thus incomplete odd-even reduction can be used quite efficiently

to solve systems involving Ml.
We note that the single spiral order has been used with another split-

ting to yield the block peripheral method [B9], [E2]. Here the blocks are

of the periodic tridiagonal form, and the convergence rate of the periph-

eral block SOR method is shown experimentally to be similar to the 2~line

block SOR method [B10].
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The double spiral ordering (Figure 8.5, 8.6) is an attempt to com-
bine features of the single spiral order with advantages of a 2-cyclic
ordering. For an nXn grid, n odd, one spiral contains El(n2 + 2n - 1)
points and the other éontains El(n2 - 2n + 1) points. Multi-spiral or
-peripheral orders can also be defined.

For the single and double spiral orders, when n is even the trailing

.\\\.

The o'd elements of A should be included in the implicit part of the itera-

submatrix of A looks like

tion, Ml' This can be done at little extra cost, and ensures that each
row and column of M2 has at most two non-zero elements. When n is odd a
similar modification should be made.

The mapping from the natural ordering to the peripheral or single
spiral ordering is defined by a permutation of the vector T = (1,2,...,n2)
into a new vector S = (S(l),S(Z),...,S(nz)). With an nxn grid, point (i, j)
is unknown number (i-1)n + j in the natural ordering. Given T, two vec-
tors forming the coordinates (i,j) of each unknown are computed by taking

quotient and remainder:

Q) = Lk-1)/nJ, (1 sk <n?)
i(k) =1+ q(k), (1 sk = n2)

500 = k - nq(k), (1 sk <nd).
For simplicity let n = 2m=1. Define
p(i,j) = min(4i,J, 2m-i, 2m-j), (1l =i, j <n).

The point (i,j) is part of peripheral number p(i,j), 1 < p(i,j) < m.




25 26 27 28 29 7

19 20 21 22 30 8

18 36 24 23 31 9

17 35 34 33 32 10

Figure 8.5

Figure 8.6. The double spiral ordering
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Peripheral p has 8(m-p) points in it, except for peripheral m which con-
tains the single point (m,m).
The peripheral ordering is per. 1, per.2, ..., per. m, where each
peripheral is taken in clockwise order: top, rhs, bottom, lhs. Define
p-1
£(1,j) = 8(m=k) = 4(2m-p) (p-1),
k=1

the number of elements contained in peripherals 1,2,...,p(i,j) - 1, and

g(l.4) = £(1.)) + (i=p} + (J-p) + 1 if i =j, ?

8(m-p) = (i-p) - (j=p) + 1 if i > j

4p(2m-p) + 1 [-8m+ (if i s | @p+ i+ 3).

(if i > §)

The vector S(k) = g(i,j) defines the necessary permutation, and can be
easily evaluated on a parallel or pipeline computer. The actual reordering
of a vector may be performed on the CDC STAR by using the built-in vector
permute instructions, though these should be used sparingly since they are
quite expensive. Once the vector S is generated, the elements of A and v

may be generated directly.

Of course, the implementation of an iterative method based on an
"unnatural" ordering involves much more developmental attention than is pre-
sented here. We only mean to show the potential for parallel computation.

A more complete comparison based on actual machine capabilities has not
been performed. For such a discussion of some other methods, see Lambiotte

[L1].
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8.E. Parallel Gauss

We close our section on iterative methods for block tridiagonal sys-
tems with some brief remarks on the Parallel Gauss iteration due to Traub
[T2] with extensions by Heller, Stevenson and Traub [H4]. For simplicity

we consider the normalized form A = (a Tim cj).

j’
In the block LU factorization A = (Ej, I, 0)(0, dj’ cj), let
p = diag(dl,...,d ). Since D=1 - L[A]D-IU[A}, a natural parallel itera-

N
C I- L[A](D(i-l))-lv[A], where D(O) is some initial estimate

tion is D
of D. This forms the first of three iterations making up the Parallel
Gauss method; the other two parts are Jacobi iterations for the L and U
block bidiagonal systems. It is shown in [H4] that, with A(A) <1,

(&) = (1 = JER/ (1 + Ji=0), we have || D - DD |j < yfjp - 2V,
Techniques for reducing the constant y are given in [H4]. As Stone [S2]
points out, this linear convergence is much less attractive than the qua-
dratic convergence of odd-even reduction. However, in certain situations
(parabolic equations or the multi-line iterations discussed here) it is
necessary to solve a sequence of related problems, and this would hope-

fully provide suitable initial estimates.

Let A' = (a}, j cs) and suppose that D' has already been computed.

L

7 s
Since d d cj-l’

- -1 ' ' =
j j aj dj-l cj_1 aj(d _1) by Theorem 3.4

T 0 AR TR
IFay - ayll < (b(l e T %9 e
= 1 - %(.,m + A,I-K')-

Thus || D' - DJ| = maxjH dy - dj|| <1- %(Jf-—x+ JI=X"), and we may take D'

as an initial approximation to D. Now, the Parallel Gauss iteration is
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most useful when )\ and \' are not too close to 1, and in this case good
initial approximations will be available by the above bound on || D' - D|[.
When A and A' are close to 1 the bound will be large, but in this case

the iteration should probably not be used due to slow convergence.

For tridiagonal matrices we have

N =
a - a =0,

=
d' - d, =a. (d" )
] ] J( qsit (

-1
+ (d' a.c - a' ¢! ,
( J_1) ( o1 e P
so that
Lo JAEEY 2 i

d'. - d. S d', - d. + —— la,c, - a’,c’. -

| ] JI 1-+.Q-x'l g J-1, 1+ J1=x" " § J-1 3t =1
Let A = max,|la.c, , - a'c' < (M 4+ \)/4, 8, = |d - 4.},
e ALY j=1 7 %j J'll ( Wty 6y = | 5" Oy
a=(1l-J1-0)/(1+1-2"), b =2/(1 +.1=\"). Then 5, = 0, sj <a 51-1 + b,

so by induction 5, < (1 + a + ... + al~2)b < b/ (1-a), or 5.5 28 (/I=} + JIoWT).
J J
By the intermediate value theorem (/1-X + ./I-A"),/2 = ./1-%" for some X\ be-
T
tween A and A', so that 5j < 4/./1=X . Again we have the situation where,
*
if X is close to 1, a large upper bound results, but here the iteration

s
should not be used. When X 1is not so close to 1 the bound may give more

complete information than the one derived for block tridiagonal systems.

Let us now consider the utility of the Parallel Gauss iteration for
the parabolic equation u, - (aux)x, a = a(t,x) > 0, u = u(t,x), with
0=sx<1, 0=st, and u(0,x), u(t,0), u(t,l) specified. Let u§ ~ u(ik, jh),
k= At, h = &, p= k/hz. The Crank-Nicolson method for advancing to the

next time step must solve the tridiagonal system

e P1+1 i+l

(I + 3

Ju & (L= g— Pi)ui,
i i i i
ay 2 %512 * 2541720 7 3541/2)
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We therefore have

i+l

i+ i i
VTR EIC i Gigth s g™ Sia

el 1=1/2 ¥ %1/2 +1/2

let us now drop the superscript i+l for convenience.
A will always be strictly diagonally dominant because a(t,x) > 0,
and we would like to know when we also have A(A) = 1. Using the mean value
theorem, define ij and ij by
aj-l/z -+ aj+1/2 = 2aj_1/2 + h Bj’
Sj = a_((#+Dk, §j),
Siafs TRl T By " P By
Sj = ax((i+1)k, ij).

After some algebraic manipulation it is seen that

1 0 o -1
A(A) = max,(l + (L+=hb)))
1 0 -1
X (L +————(1l==hB)) .
pis R

In order to guarantee \A(A) S 1 it is sufficient to assume thit h and k satis-

fy g h[ax(t,x)l <1. If m; = max|a (t,x)| this becomes the condition

mlk < 2h.

Suppose we want the more stringent condition A(A) < (1 + c)-z, c 2 0.

This may be satisfied if we choose h and k such that, for each j,

cpakj_l/2 <1+ ohbj,z,

tey B e ./-
ceay j/, 51 phb,/2

<1 - phm,/2, or

With m, = max a(t,x), a sufficient condition is cpmy v

0

e —




104

(8.1) k s 2h2/ (2emy + hm,) .

For ¢ = 0, (8.1) reduces to the previous condition on h and k, while for
¢ = h we have k < Zh/(ZmO + ml) = 0(h).

Now, one of the best features of the Crank-Nicolson method is that
k may be chosen to be O(h). We have seen that a small value of c still

allows this choice. Conversely, if k = rh satisfies (8.1) and rm, < 2,

1
then ¢ = h(1l - rm1/2)/(rm0) = 0(h). When we try to pick h and k so that
the Parallel Gauss method will be effective (c >> h) we are necessarily
restricted to small time steps. When h and k are chosen in the usual way
(k = 0(h)), Parallel Gauss cannot be expected to be very effective since
A(A) will be close to 1. Thus the method appears to be less attractive

for this particular application than originally believed, and odd-even
reduction would be preferred. Once several reductions have been performed,

X and y may be sufficiently small to warrant use of Parallel Gauss and its

variations.
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9. APPLICATIONS

In this section we discuss two applications of practical importance
in which the assumption || B[A]|| < 1 is not met; in the second case it is

shown how to get around this problem.

9.A. Curve Fitting

Cubic spline interpolation of the data (xi’fi)’ 1 =isN+ 1, gives

rise to the tridiagonal system [C6, p. 238]

Bt PO A ) T Ry
= i
I(Elx,_p.x b, + flx %, Th, ),
2 <i s\,
By = Spup T By

1 . : - ;
We have A = (h;, 2(h; + hi-l)’ hi-l) and || B[A]]| = 7 which is quite satis-
factory. However, more general problems need not behave so nicely even
though they might give rise to block tridiagonal matrices.
Cox [C7] presents an algorithm for least-squares curve fitting with

piecewise polynomials which must solve the system

5 1 o)
0 ¢, A 0
T T
C; H G | V2 b,
2 . | = "
Comes ¥ Copn e - ’
T '
C2m—2 Hm vm bn

The v vectors contain coefficients of the Chebychev polynomial expansion
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of the piecewise polynomial, and the A vectors contain Lagrange multipli-
ers derived through a constrained linear least-squares problem. The Cj's
always have full rank, and if there are sufficiently many data points
between ad jacent pairs of knots then the Hj's will all be positive defi-
nite. In this case a straightforward band elimination may be used well
when the number of knots and data points is large. When insufficient data
is available the Hj's will not have full rank and pivoting is needed in
the band elimination. It seems that the condition !|B[A]|| < 1 will not

hold for any reasonable partitioning or data. Indeed, B[A] is not even

defined for the most obvious partitionm.

9.B. Finite Elements

In Section 2.A we noted that matrices constructed from finite element
approximations to differential equations often do not satisfy assumptions
such as |1B[A]ii< 1. Thus some other technique must be used to establish
numerical stability in a direct method or convergence in an iterative
method. Usually it is shown that A is positive definite. The following
example, admittedly a simple one, shows how an easily implemented change
of variables can yield a new system A'x' = v' such that || B{A']|| < 1.

Even if the change of variables is not actually made, this will show that

IIB[A]IL < 1 for some norm l . lb, and also serves to establish numerical
stability.
Let us begin with the equation =-u'" = 1 on the unit interval. Using

Hermite cubics, Strang and Fix [S4, p. 59] derive the 4th order accurate

finite element equations
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- ' -~ ]
-é(uj+l 2uj + uj:l) . -l(u.“_1 u._l) ik
5 % 5 zh""'l—
(5.1)
S o, M, AL WP e T D
S gy PR gl ~ A el g =0,

Taking the natural choice xj (.5 us)T, we obtain the block equation

J

ax, + bx, + cx. 1 = (1.,0)'r

j-1 ) i+

e e

5hz 10h 7
a= =,

Aele '

10h 30 /

12

Sh2 0
b = ; Tk

15

The matrix A = (a, b, ¢) is positive definite, but IIB[A]||= % + 3/ (4h).
The problem is simply that the unknowns are out of scale.
A second set of unknowns, which are in scale, is
T o B h T SRS e ;
* (Uj 2 %y 9yt Uj) a’(uj-1/2’ uj+1/2) . Since the Hermite cubics

can be derived from B-splines by coalescing adjacent nodes, these unknowns

are actually a more natural choice than the original. We now have
h
u, - 5 u' 1 =1 1 0 u
x wf 3 £ J la i
3 + 2y 1 1/ \o wa/\w J
u - u,
" j
and, multiplying the first equation of (9.1) by h2 and the second by h,

2 ik
axj_1 + bxj + cxj+1 1 7 T R - RS )




108 ‘

1/} -7/5
(a = 3
1/6 1/30/,
1 12/5 12/5
(9.2) <b=5
-8/15 8/5 / ,
1/27/5 -1
\c=—
2\-1/30 -1/6

The blocks are independent of h and we have ” B[A]H = 1, with ,ok(B[A]) <t}
for the first and last block rows. (Actually, this assumes Dirichlet
boundary conditions; Neumann conditions give pk(B[A]) - 1)

For the more general equation -u'" + Qu = f, Q a constant, the follow-

ing equations are derived [S4, p. 597:

i (238 w,_y - 30!

= i L1+ 72 9, - 36 u,

+ 3h u'
J

+1 +1

Qh_ ' 5 N '
+420(54 uj_ +13huj_ + 312 u, + 54 u, 130wt =)

2l 1 j j+1 j+1

Seitd w, o shgl b 8wl e 3u,, sk )

1
3=1 je1 3 81 T T8l

9&.‘__ - 3h gt ' o '
+ 755(-13 o 3hg' .+8ul+13au 3h ul

j-1 j j+1 _‘H—l)

- F'..
il

Uy M +-121 u_'i)T and suitably scaling the equa-

e

; - T h
Again taking x, = (u, = = u
g S j ( 5732

tions, they become

TR
axj_l + bxj + cxj+1 = (hFj,Fj)

where now the blocks are O(hz) perturbations of the blocks in (9.2). Omit-

ting details, for h sufficiently small this gives || B[A)||=1 - % th + O(ha).
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Since rescaling and change of variables in the linear system is equiv-
alent to a change of basis in the original function subspace, the process
should be applicable to more general differential equations solved by
finite element methods. The underlying technique is to prove something
for spline approximations, and show that the property carries over in the
collapse of nodal points yielding the Hermite cubic approximations.

Strictly in terms of modifying linear systems by a block diagonal
scaling, it is natural to ask if either of the following problems are

solvable in general:

1. Given an arbitrary block tridiagonal matrix A, find a block

diagonal matrix E such that || B[AE]||< 1.
2. 1In 1., if || B[A]||< 1, find E such that || B[AE]|| < || B[A]]].

These problems are closely related to the optimal diagonal scaling of
matrices to minimize condition numbers, and as such are outside the scope

of this thesis.
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10. TIMPLEMENTATION OF ALGORITHMS

This section contains some general remarks on the choice of algorithm
for particular applications, and a more detailed comparison of algorithms
for use on a vector computer. In the comparison we assume uniform nxn
block sizes, later specialized to n = 2. All algorithms will use the same
data layout, assumed to be core-contained, and the execution time compari-
son will be in two parts: first for a very simplified and idealized model
in which the machine vectors are defined as storage locations in arithmetic
progression, and second for a model in which the machine vectors are defined
as contiguous storage locations (arithmetic progression with increment = 1).
The first model uses information for the CDC STAR-100 ignoring, among other
things, the fact that machine vectors on STAR must satisfy the conditionms
for the second model. This double comparison allows us to pinpoint the
effect of data manipulation required by the stringent requirement on vec-
tor operands. For a description of STAR facilities necessary for this dis-
cussion, see Section 2.B and Appendix A. Implementation of algorithms for
tridiagonal linear systems, n = 1, is adequately discussed elsewhere ([H4],
[J1], [L2], [M1]), [S2]) and these references may be considered as back-

ground material for this section.

10.A. Choice of Algorithm (Generalities)

The salient point of our analysis has been that a number of algorithms
may be applied to block tridiagonal linear systems that are likely to arise
in practice. Sometimes it may be possible to take advantage of special
features in order to reduce computing costs or estimate error. When the
computing costs are high (such as one enormous problem or a large problem

solved repeatedly) an extra effort must be made to choose the most
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efficient algorithm. This choice will be difficult to make in general,
but we feel that it is not at all difficult to choose good algorithms
in many cases.

Regardless of the computer involved, algorithms for three special
problems should be implemented before proceeding to algorithms for more
general problems. The first should deal with general block tridiagonal
matrices restricted to blocks of a small uniform size, say no more than
8x8. On a standard sequential computer, band or profile methods are ap-
propriate; on a k-parallel computer some form of block LU factorization
should be used, and on a vector computer a combination of odd-even reduc-
tion and LU facto;ization should be used. Storage allocation and access,
vector operations on a parallel or vector computer and implementation
issues in general can be greatly simplified under the block size restric-
tion. Options include implementation as a set of subroutines for specific
block sizes, insertion of tests for use as a semidirect method, and spe-
cial scalings or pivoting strategies for efficiency or stability. This
restricted class of algorithms may be applied directly to small-block
problems or used as a module in the iterative solution of large sparse
problems as indicated in Section 8. The experience gained may or may not
be useful for implementation of methods for moderate-sized blocks, which,
in our opinion, should be treated in a different manner.

The best choice of a parallel algorithm for moderate-sized blocks is
not clear at this time. These cases represent a cross-over between effi-
cient vector implementations of band/profile methods and the odd-even
methods. Either one is likely to be satisfactory. 1In Lambiotte's opinion
[L1] the band methods are better for the CDC STAR, but this choice is

heavily influenced by vector addressing restrictions on the STAR (cf. our
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remarks in Section 10.B). Other parallel or vector computers may not
present such problems, and a more complete analysis is needed.

The third basic class of algorithms are the fast Poisson solvers,
including generalizations. Recent studies have shown that many finite dif-
ference approximations to elliptic equations can be computed very effi-
ciently by iterative or modification methods based on the Poisson solvers.
There are several kinds of algorithms to choose from, and all have consid-
erable inherent parallelism. Other algorithms are available for elliptic
equations, but flexibility and ease of implementation suggest that Poisson-
based algorithms should be among the first to be considered. Brandt's
multi-level adaptive methods [B13] must also be seriously considered.

Finally, we note that matrix partitioning and block elimination is a
useful technique for dealing with matrices so large that secondary storage
must be used [R4]. Known as the hypermatrix scheme in other contexts, it
has been extensively exploited by the ASKA system, a structural analysis
package developed at the University of Stuttgart [F3]. Noor and Voigt [N1]
discuss implementation of hypermatrix schemes on the CDC STAR-100. The
method works as follows: suppose a partition m is given (see Section 2.A),
and let An be the matrix A partitioned accordingly. Block sizes in ASKA
are chosen to optimize transfers between storage levels, while the choice
on STAR must also try to maximize vector lengths and hence minimize start-
up costs. The usual situation is that a few blocks of & will be in main
memory, while the bulk of An will be in secondary memory. For example, if
7' is another partition such that 7 refines ', we would perform block
elimination on AX = V. When A_ is bleck tridiagonal so is A_,.

Since the data requirements for the LU or Cholesky factorization are then

highly localized, this is a natural procedure [E3]. Moreover, the diagonal
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blocks of Aﬂ, will themselves be block tridiagonal, though possibly of low
order. As noted in Sections 2.A and 3.A.2, if [[B[A_][[< 1 then || B[A_, ]|
< || o[A_]|l, and pivoting will be restricted to those blocks of A_, resi-

b ™

dent in main memory. This, of course, is precisely what is desired.

10.B. Storage Requirements

Data layout is an essential part of planning an algorithm's imple-
mentation on any parallel computer, since computational speed can be
severely decreased if data cannot be accessed conveniently. On a vector
computer this means that conceptual vectors must conform to the machine's
definition of a vector operand. We consider some consequences of this
requirement for implementation on the CDC STAR-100, assuming that the prob-
lem is core-contained.

Storage available on the STAR, for 64-bit words, consists of 256 reg-
isters and either 512K or 1M words of main memory. A sizable secondary
disc storage is also available but will not be considered here. A vector
on STAR consists of S consecutive storage locations, 1 = s < 64K.

Our data arrangement for block tridiagonal linear systems with uniform
nxn blocks is illustrated in fig. 10.1 for the case n = 2, N = 7. Define
m = rlog2N7, N* = 2™, and if N < N* then extend Ax = v with N* - N trivial
equations X, = 0. The matrix A and vector v can then be held in three
storage vectors of length n2N* and one of length nN*. Taking the subdiag-

onal blocks as an example, the n2 components of a, are a_ . l1sisn,

i3,k?
1 £j<n, 1<k SN* and the storage vector a is defined by

a((f - DN*n + (j - 1)N* + k) = a Thus a total of (3n2 + n)N* loca-

ij,k’

tions are needed to store the original system. We do not consider the

cost of setting up the storage vectors since each of our algorithms will
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use the same arrangement and since the details can very widely between
systems. This particular data layout has been chosen because it makes the
odd-even reduction algorithm more efficient for the true STAR model, while
the other competitive algorithms (LU factorization, odd-even elimination)
are mostly unaffected by the choice of data layout, and can do without
extra storage for trivial equations.

Since the STAR forces vector lengths to be < 64K, we must have
nzN* < 64K = 65,536. For a given value of n, this restricts the system

size as follows:

n 2 5! 4 i 5 6 7 i 8
o E
64K/ n” 16384 7281 4096 2621 1826 1337 1024
max N* 16384 4096 4096 { 2048 l 1024 1024 1024

These will probably not be serious restrictions in most cases.

A more important restriction on system size is our assumption that the
problem and solution will remain core-contained. Assuming a 512K main
store, and supposing that temporary storage plus the program amounts to T

times the original storage, we obtain the following restrictions on N:

n 2 3 4 3 6 £ 8
512K T= 1|18724 8738 | 5041 | 3276 | 2279 1702 | 1310

2
(T+ D@GBn” +n) T=2]12483 5825 | 3360 | 2184 | 1533 | 1134 | 873

T= 3| 9362 4369 | 2520 1638 1149 851 | 655

max N* T= 1|16384 8192 | 4096 | 2048 [ 2048 1024 | 1024
T= 2] 8192 4096 | 2048 | 2048 1024 1024 52
T= 3] 8192 4096 | 2048 1024 1024 512] 35il2
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The amount of temporary storage used depends on the algorithm and the
extent to which A and v are overwritten. It can range from practically no
temporary storage (other than O(nz) registers) for the LU factorization to
T ~m for an inefficient implementation of odd-even elimination. Odd-even
reduction would typically have T < 2.

We now consider the costs of data manipulation for the basic algorithms.
Major considerations are the speed of the load/store unit on STAR, for reg-
ister-memory transfer of scalars, and the requirement that vectors be stored

as contiguous memory locations.

The LU factorization, executed mostly in scalar mode: The only data manip-

ulation is to load/store between memory and the register file. To a con-
: siderable extent this may be overlapped with arithmetic operations. A
complete analysis requires cycle counting in an assembly language program
and timings from actual runs. Our estimate of execution time (based on an
untested cycle count) is that the algorithm will probably be I/0 bound.
With this in mind, we suggest four possible implementations: (Times given
are for n = 2, and represent minimal run times assuming complete overlap
between scalar arithmetic and load/stores. Actual run time will certainly

be greater. For details, see Appendices A, B.)

Version 1, a one-time solution, all scalar mode
time = 508N - 362

Version 2, factor + solve, partial vector mode

factor, version a, time = 324N + 3421 (use for N > ~ 38)
version b, time = 374N + 1769
version c, time = 420N ~ 280 (use for N < ~ 38)

solve, time = 303N + 1039
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The three versions of factorization use increasingly fewer vector opera-
tions and increasingly more scalar operations. If more than one system
must be solved with the same matrix A, it is best to use Version 2. Our

execution time comparison in Section 10.C will use Version 1.

Odd-even elimination, executed in vector mode: An important feature of

this algorithm and any data layout like ours based on component vectors
is that the conceptual vectors all correspond to the strictest require-
ments for machine vectors, and hence no additional data manipulation is

needed. (cf. [M1l] for the tridiagomal case.)

Odd-even reduction, executed in vector mode: If the vector computer model

allows vectors to be storage locations in general arithmetic progression,
then no additional data manipulation is needed. In a true model of the
STAR, however, we need to perform two basic operations: (1) separate a
vector into its even and odd components, and (2) rejoin the even and odd
parts of a separated vector. The first is accomplished with two STAR
compress instructions, the second with a STAR merge instruction. The odd-
even separation is needed before each reduction step can be performed, and
must be applied to vectors a, b, ¢, and v. We illustrate the separation
for b in fig. 10.2. Having set up a control vector z consisting of nzN*/Z

copies of the bits 10 (a single vector operation on STAR), we execute

compress b - bl(l) per z
b2j - 1) = BL(H, (153 =2a°w8)
compress b - El(%nzN*) per z

B(29) = bLGN* + §), (1 € < gn’\).

2

The cost for each compress is n N* + %(%nz

N*) + 92 and the total cost to
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2 + n)N* + 736. Our initial

odd-even separate a, b, ¢, and v is %;(Bn
extension of A to N* block equations makes it possible to perform this
step using only 8 vector compress operations, independent of n2. If A
had not been extended we would need either 2(3n2 + n) vector operations
to compress the vectors one component subvector at a time, or n2 vector
operations to generate a modified control vector consisting of n2 copies
of z(1:N), followed by the original 8 vector compress operations.
Lambiotte [L1] rejected use of odd-even reduction for n > 1 on this basis.

The net effect of our extended data layout is to reduce the number
of vector operations needed to manipulate vectors for the STAR, and thus
to reduce vector startup costs. On the other hand, we have increased vec-
tor lengths and hence storage from N to N*, and this may be a more impor-
tant consideration in some cases. The modified control vector approach
would then be most natural despite the increased startup costs. In any
case, O(n3) vector operations are needed for the arithmetic part of the
reduction s tep.

So far we have considered only the odd-even separation to prepare
for the first reduction. In general, the cost of the separation to pre-
pare for the ith reduction, 1 < i <m - 1, is %}(an -+ n)N? + 736,
N: = 2m+1-i’ and the total cost for m-1 reductions is %}(3n2 + n) (N* = 2)
+ 736(m=1). For the case n = 2 this yields 59.5N* + 736m - 855. We will
see shortly that this is roughly half as much time as is spent in the
arithmetic operations, so the overhead of dealing with a restrictive
machine vector definition can be considerable.

Data manipulation for the back substitution is simplified by saving

the odd-indexed equations of A(i)

(i+1)

(see fig. 10.2 for the final state of b). Having computed x = the

in appropriate form for vectcr operations




(i)

3
even components of x( )

()

the two sets into x . The merge operation on STAR is comparatively

, we compute the odd components of x and merge
more expensive than the compress operation, but we are only dealing with
the solution vector and not blocks of A. The cost of the merge operation
at stage i is BnNi* + 123, and the total cost for m-1 reductions is

6n(N* - 2) + 123(m - 1). For n = 2 this yields 12N* + 123m - 147.

p-fold reduction: Suitable data arrangement and use of control vectors

for p-fold reduction can readily be generalized from our discussion of
odd-even reduction. The odd-even separation zeneralizes to separation

into p vectors, which requires p compress instructions per storage vector;

1 2 : =
the cost per reduction would be (p + g)(3n - n)Ni* + 363p, Ni* = pm+1 s

b}
m = 7logpN7. The back substitution requires merging p vectors into 1,

: - . . p+1 1
using p-1 merge instructions at cost of 3(~— - ;\an?+ 123(p-1) to go
2 T ) §

(i+1) - X(i)

from x . It is clear that these costs are minimized by

Jacobi iterations: Data manipulation is unnecessary when A and v or BfA]

=91 :
and D[A] "v are stored according to our component subvector scheme.

10.C. Comparative Timing Analysis.

We close with an execution time comparison of algorithms for general
block tridiagonal systems with 2x2 blocks, based on timing information for
the CDC STAR-100. This will expand the crude comparison of the LU factor-
ization and odd-even reduction given in Section 4.D, and illustrates many
earlier statements concerning the cost of various methods. Essential con-
siderations include vector startup costs, creating a substantial penalty

for operations on short vectors, and data manipulation to deal with
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restrictive definitions of vector operands. Section 10.B began our dis-
cussion of the latter problem.
Our initial simplified analysis is based on the following conven-

tions, which allow us to consider only arithmetic costs:

1. we assume
a. vector operands may be any sequence of storage locations
in arithmetic progression,
b. pivoting is never necessary;
2. we ignore
a. instruction overlap capabilities,
b. address calculations, loop control and termination tests,
c. load/store costs for scalar operands,

d. storage management costs, as a consequence of assumption l.a.

Our second, and more realistic analysis will demand that vector operands
consist of consecutive storage locations, so we must consider storage manage-
ment as explained in Section 10.B. Overlap, loop control and scalar load/
store will also be considered, but not address calculation or termination
of iterations. Algorithms and timinz derivations are given in Appendix B;
here we present the main results and make comparisons.

Execution times for the basic direct methods are initially estimated

as follows (m = I'1og2>ﬂ):

1. the block LU factorization, using scalar onerations only (LU):
1012N - 784
2. odd-even elimination, using vector operations only (OEE):

94 .5Nm + 12999m - 93.5N - 1901
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3. odd-even reduction, using vector operations except for the final
block system (OER): 106.5N + 14839m - 14717.5

4, p=fold reduction, p 2 3:

p=-1
logzp

145N + 19206m ( ) = (19351p - 19579)

We can first dispose of p-fold reduction as a competitive method for gen-
eral problems since either LU or OER is always cheaper. Execution time

ratios show the benefits of using OER in preference to LU and OEE.

N = 1023 N = 8191 limit, N - =
OER: LU 520 <13 il

OER: OEE 24 =11 0.

The importance of vector startups is seen by comparing OER and LU,
for the latter is faster when N < 100. OER works by successively reducing
vector lengths, and at some point this becomes inefficient. A polvalgorithm
combining the two methods is straightforward: if m < 6 then use LU, other-
wise do m=5 reductions, solve the remaining system by LU, and back substi-
tute. This reduces the time for OER to 106.5 N + 14839m - 46908.5, and
for N = 1023 it represents a savings of 13%.

We also note that vector startups are the dominant term for OER when
N < 1532, and are the dominant term for OEE when N < 137. Of course, OEE
uses O(N log N) operations vs. O(N) for the other methods and soon becomes
inefficient. Nevertheless, it is faster than LU for 455 < N < 1023,

although it is always slower than OER.

Our conclusion is that the OER - LU polyalgorithm is the best direct

method of those considered here.

Now consider the cost of individual eliminations or reductions with
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respect to the total cost of the algorithm. For odd-even elimination,
each elimination step has roughly equal cost, the last being slightly
cheaper. Thus each step costs about 1'm of the total cost. For odd-even

reduction, the cost per reduction decreases as the algorithm proceeds:
cost of the kth reduction as a fraction of total cost

k=1 2 3 4 5 6 total cost

N = 1023, m = 10 28% 17% 12% 8% 7% 7% 242,622

Y

N = 8191, m = 13 43% 22% 12% 7% 4% 3% 1,050,531

(cost for kth red. = 106.5(2™ %) + 14839 when N = 2® - 1)

For small N, when startup costs are dominant, reduction costs are approxi-
mately equal, while for large N, when true arithmetic costs are dominant,
the kth reduction costs about 1."2k of the whole. This has immediate con-
sequences for the effectiveness of incomplete reduction, since the omitted
reductions are only a small part of the total cost when N is large.

For our comparison of semidirect and iterative methods, the goal will
be to approximate x with a relative error of 1/N, or to reduce the initial
error by a factor of 1/N. Thus if we perform either k odd-even elimina-

(k+1)

tions or k reductions, we want || B[H < 1/N or || B[A 1l = VN,

k+l] I
assuming [[B[A][|< 1. Theorem 7.1 is then applied to produce the desired
approximation by incomplete elimination or reduction. Taking 8 = |B[A][|,

k 2
(k+1)][|s 52 , and demanding 8° < 1/N yields

we have [IB[Hk+1]IL || B[A
, s Q
k = logz((logzN) YA logzﬂ)).
The execution time for k eliminations is

94 .5Nk + 12999k + 10.5N - 105(2k) + 1205,

and the time for k reductions is
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106.5N + 14839k - 96(2™ %) + 1287.
Typical savings for incomplete reduction over complete reduction would be:

B= .9, pick k = logzlogzN + 2.718

N = 1023, k = 7, savings = 12%

N = 8191, k = 7, savings = 77
2
B=3, pick k

L\

logzlogzN + 774

N = 1023, k = 5, savings = 25%

N = 8191, k = 5, savings = 12%
B = %, pick k = log,log, N
N = 1023, k = 4, savings = 33%

N = 8191, k = 4, savings = 16%

Comparison to the OER - LU polyalgorithm decreases the savings.

We next consider iterative methods and their combination with semi-
direct methods. One step of the block Jacobi iteration costs 22.5N + 3031,
while one step of the block Jacobi semi-iteration costs 25.5N + 3408 plus
overhead to estimate parameters such as o = 0(B[A]). Execution time may
be reduced to 12N + 1840 (16N + 2217) per iteration by directly computing
B{A] and D[A]-lv (cost = 38.5N + 4367 = 3 iteratioms).

We will use the Jacobi iteration in its simplest form when only a few
steps are demanded, and Jacobi semi-iteration when many steps are needed.
The number of iterations needed by J-SI to reduce the initial error by a

factor of 1/N are estimated to be




mﬁ_. o e e i e A A
125
The LU factorization is always faster than OEE, and is faster than
OER for N s 312. Vector startup costs are dominant in OEE for N < 152,
and in OER for N < 798. The OER-LU polyalgorithm should perform m-6 reduc-
tions, solve the remaining system by LU, and back substitute, The time is
183N + 16233m - 70677, yielding a 16% saving over OER for N = 1023 but only
a 3% saving for N = 8191.
The execution time for odd-even elimination is allocated as follows:
N = 1023 N = 8191
{arithmetic 96% 96%
overhead 4% 4%
results 87% 98%
vector startups 134 2%
Analysis of the total time for odd-even reduction shows the greater impor-
tance of overhead operations:
N = 1023 results startups
arithmetic 334 40% 73%
overhead 2349, 4% 27%
56% 44%
N = 8191 results startups
{arithmetic 52% 11% 62%
overhead 37% 1% 38%
88% 12%
e i----..I‘.-I-I-I-I.-ﬂ'll-lIll--.l‘l.i‘.l.llll.l.llllll“'

o e S A 1
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limit, N » = results startups
arithmetic 58% - 58%
overhead 42% - 42%
100% -

The increase in time for OER due to overhead is 37% for N = 1023, 61% for
N = 8191, and 72% in the limit as N - =. As a consequence of the data
layout of Section 10.B, overhead startup costs are quite small, but the
overhead result costs cannot be ignored and probably cannot be decreased.
The strong requirement that machine vectors consist of contiguous storage
locations leads to much "wasted" effort in execution time.

Most of the execution time of OER is actually spent in the arithmetic

and vector compress operations:

cost of individual operation as fraction of total cost

N = 1023 N = 8191 limit, N = =

divide 12% 12% 124
multiply 43% 354 32%
add/ subtract 18% 15% 14%
compress 20% 29% 33%
merge 4% 6% 7%
transmit 3% 3% 3%

The compress operation assumes more importance as N increases, again
reflecting its low startup costs.
As noted earlier, most of OER's time is spent in the first few reduc-

tions and subsequent back substitutioms.
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p= .9, l.5m jiteratioms,

.75m iterations,

©
/]
Ni= win
-

» .5m iterations.

o)
[}

For = %, for example, J-SI is never faster than OER.

As suggested in Section 7.A, we can combine incomplete elimination or
reduction with Jacobi iterations. If k steps of elimination or reduction
are used, followed by Z iterations and back substitutiom, k and £ should

7kg ,
be chosen so that 3~ < /N, or

(*) k + logzz > logz((logzN) i (-1og28)).
The time for the OER-J method would then be
m=k m-k
106.5N + 14839k - 96(2 ) + 1287 + 4(19(2 ) + 2615),

and it only remains to minimize the time subject to (¥). For B = %,
N = 1023, the resulting values are k = 2, £ = 5, which represent a savings
of 37% over OER. For 8 = %, N = 8191, the resulting values are k = 3,
L = 3, which represent a savings of 15% over OER.

Of course, to determine k and 4 we need to know 3. While it is true
that 8 = || B[A]|| can be computed directly from A at a cost of 46.5N + 3881,
or from B[A] at a cost of 15N + 308, we recognize that half the rows of
B[A] are available as part of the first odd-even reduction. An estimate
of || B[A]|| can be computed from these rows at a cost of 7.5N + 308. For
large N even this cost considerably reduces any benefits gained from using

incomplete reduction, and points out the importance of an analytic estimate

of || B[A]|| rather than a computational estimate.
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This ends our initial comparison of algorithms. We now make the
assumption that vector operands are consecutive storage locations, allow
overlap of scalar operations, and consider the cost of loop control and
scalar load/store operations. The net effect is to lower the time esti-
mate for the LU factorization and raise the time estimate for odd-even
reduction. Odd-even elimination remains substantially unchanged. Rather
than simply recompute the figures presented earlier, which will be done in
a few cases, we try to indicate where the algorithms spend most of their
time.

Revised time estimates are given below. These should give a better
indication of actual runtime on STAR, but are probably all underestimates;

we note changes from the first set of timings. m = rlogzNT.

1. LU factorizatiom, (LU) 600N - 150
(a 40% decrease due to use of instruction overlap)

2. Odd-even elimination, (OEE) 98.5Nm + 13403m - 101.5N - 2261
(a 47 increase due to overhead costs)

3. 0Odd-even reduction. (OER) 183N + 16233m - 16108
(a 10-70% increase due to overhead costs; larger N incurs

larger increases).

Time ratios show the effect of decreasing the LU time and increasing the

OER time

N = 1023 N = 8191 limit, N - &
OER:LU .54 34 o1

OER:0OEE oL wif 0.




cost of ith reduction as fraction of total cost

i= 1 2 3 4 5 6

N = 1023 33% 19% 12% 84 74 67
¢ = 8191 45% 23% 12% 6% 4% 2%
limit, N » @ 50% 25% 134 6% 3% 2%

Of the total time, 86% is spent in the reduction phase and 147 in the back
substitution.
One of the effects of the OER-LU polyalgorithm is to reduce the impor-

tance of vector startup costs, as seen below.

N = 1023 N = 8191

scalar time 14% 2%
vector time 86% 987
results 637 91%
startups 234 7%

Of course, when startup costs are already small not much improvement can
be made. Incomplete reduction and incomplete reduction + Jacobi iteratioms

display similar results. (8 = || B[A]]]).

Incomplete reduction, savings over OER

N = 1023 N = 8191
k savings k savings
83=.9 7 10% 7 5%
% 5 21% 5 9¢
% 4 27% 4 13%
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Incomplete reduction + Jacobi iteration, saving over QER

N = 1023 N = 8191
k 2 savings k L savings
3=.9 3 9 22% 4 6 87
% 2 5 36% 2 6 137
1
= il 5 47% 2 4 21%

As seen earlier, the semidirect methods are best applied when the omitted
odd-even reductions make up a significant part of the OER time. There is
considerable advantage to using incomplete reduction plus Jacobi iterations,

roughly doubling the savings obtained by simple incomplete reduction.
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APPENDIX A

VECTOR COMPUTER INSTRUCTIONS

This section describes those features of the CDC STAR-100 needed for
our comparison of algorithms in Section 10. Information given here is
derived from CDC reference manuals and timing measurements made at Lawrence
Livermore Laboratory [C2], and by no means represents a complete discussion
of the STAR's facilities.

Execution times are for full-word (64 bit) floating point instructionms,
given as the number of 40 nanosecond cycles needed for each instructionm.

All times should be accurate to within 5% except as noted, though actual
performance may be degraded somewhat due to memory conflicts.

A vector on STAR consists of N consecutive storage locations,

1l <N <65,536. The vectar length restriction is usually not serious, but
the need for consecutive storage is crucial. Other vector computers, the
TI ASC in particular, do not have this restriction. Both machines are
pipeline computers with the usual scalar instructions as well as vector
instructions.

Useful features of vector instructions on STAR include:

broadcast constants - Most vector instructions allow a scalar (the broad-
cast constant, held in a register) to be transmitted repeatedly to form
one or both of the vector operands. Use of this facility decreases exe-

cution time in a few cases.

control vectors - Bit vectors can modify the effect of vector instructions,
such as suppressing storage to selected components of the result vector

or determining which operand components are to be used in an operation.

cxromantinge
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Use in vector data manipulation (compress and merge) is explained

later.

offset - Modification to the base address of operands.

sign control - Certain vector operations allow the sign of the operands

to be modified before execution.

Individual classes of instructions follow.

scalar (register) instructions. Issue time is the number of cycles required

to initiate execution. Shortstop time is the time after issue when the

result is first available, but not yet placed in a register. The result

must be used at the precise time given; if not, the result cannot be used

until it is placed in a register. Result-to-register time is the number

of cycles after issue when the result is placed in a register. Overlapped

execution is possible, but the exact effect on execution time is best

determined by actual testing, which we have not done.

STAR result
instruction operation issue shortstop to register
62 add, normalized 2 6 11
66 subtract, normalized 2 6 11
6B multiply, significant 2 10 15
6F divide, significant 3 - 43
i, square root 3 - il
78 register transmit 2 4 9

scalar (register) load/store instructionms.

Up to three load/store instruc-

tions may be stacked in the load/store unit at any given time. The stack

is processed sequentially at a rate of 19 cycles per load and 16 cycles
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per store minimum, assuming no memory conflicts. Once a memory bank has
been referenced it remains busy for 31 cycles; during this time further
references to the bank are delayed and the conflict will affect references
to other memory banks. Start to finish for a single load requires at
least 31 cycles, and a minimum of 66 cycles are required to store an item

and reload it.

STAR result load/store
instruction operation issue to register unit busy
7E load 3 28 19
7F store 3 - 16

branch instructions. Execution time for a braanch can range from 8 to 34

cycles, depending on the particular instruction, whether a branch is actu-
ally made, whether the target instruction is in the instruction stack, etc.
We will be only slightly pessimistic if we take 40 cycles to be the time

for a typical branch.

vector operation instructions. Execution time consists or an initial start-

up time followed by sequential appearance of result vector components, or
startup time followed by processing time of operands if a scalar result is
generated. Vector instructions may not be overlapped except for a negligible
part of the startup time. 1In the table below, N is the length of the input
vector(s) and V is the number of omitted items due to use of a control vec-

tor. Times for instructions D8 - DC may vary as much as +20%.
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E STAR vector
: instruction operation time effect
: 82 add, normalized lx + 71 c.<a, + b,
: 2 i i gt
i
l 86 subtract, normalized l‘ + 71 e, +=a. -b
I 2 il i i
8B multiply, significant N +159 c; v a; X bi
8F divide, significant 2N +167 e, * ai + bi
:
93 square root 2N +155 go= A/a_i
98 transmit lx + 91 cC. «~ a
2 i i
99 absolute value %N + 9k B e iai]
D8 maximum 6N - 2V + 95 ¢ < max a,
N
DA summation 6.5N - 2V + 122 c e a,
—i=1 1
DB product 6N - V + 118 cw T .a,
i=1 i
N
DC inner product 6N - V + 130 c « aibi
i=1

vector data manipulation instructions. The compress instruction transmits

selected components of one vector into a shorter result vector. Given a
vector a and a control vector z, the instruction essentially executes the
code

Gy o

for 1= I, 2 ..y N

if z; = 1 then {¢, ~ 8 J- j+1}.

i

The result vector ¢ has length bitsum(z). The merge instruction "shuffles"

two vectors into a third, according to the control vector:
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length(c) = length(z) = length(a) + length (b)
j= 1 keil
) ifo) - L L R length(c)
if = 1 then {ci -aj 5§~ j+1)}
else {ci - bk ; k = k+1}

In the table below, M1 = length(a), Mz = length(c), R = number of input

items broadcast from register.

STAR
instruction operation time
1
BC OMpESSs & w per g . Wy + g, + 92
BD merge a,b - c per z 3M2 = ZR B IS

Execution times for these instructions may vary as much as 320’4.
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APPENDIX B

SUMMARY OF ALGORITHMS AND TIMINGS

We collect the algorithms discussed in the main text, and present

timing formulae in general terms for a vector computer. This is then

specialized to block tridiagonal systems with 2 x 2 blocks using timing

information for the CDC STAR-100. A comparison of methods based on the

latter set of timings is given in Section 10.C. It must be emphasized
that our time estimates have not been verified by direct testing on STAR.

The algorithms solve Ax = v, A = (a,, b, , with blocks of uni-

. c.)
i S
form size n X n. The basic arithmetic operations are: (S = add or sub-

tract, M = multiply, D = divide)

1. factor an n X n block b

L, 2 i 3 2
cost = =(n~ - n)D + E(Zn = 3n" +n)(M+ 9)

ra

having factored b, solve bg = £, where £ is n x n'
%
cost =n'(aD + (n° - n)(M + S))

3. product of n X n and n x n' blocks

b o
cost = n'(n°M + (n2 -n)S)

4, difference of two n x n' blocks

cost = n' (nS)

Depending on context, the symbols S, M, D can mean either a single
scalar operation or a vector operation with vector length specified by
the algorithm.

For each algorithm we give a code in terms of blocks of A, since the

translation to individual scalar or vector operations is generally obvious.
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In those cases where additional detail seems to be necessary it is pro-
vided. Two basic sets of timings are given, five formulae in all for

each algorithm:

1. counting arithemtic operations only, assuming machine vectors
can be any sequence of storage locations in arithmetic progres-
sion, and ignoring pivoting, instruction overlap, address cal-
culation, loop control, termination tests for iterations, load
store costs for scalar operands, and any other forms of storage
management

(a) for systems with n X n blocks in general terms for a
vector computer

(b) for systems with n x n blocks, with timing data for
the CDC STAR-100

(c) for systems with 2 X 2 blocks, with STAR data

2. a more realistic model of STAR, requiring machine vectors to be
contiguous storage locations, allowing overlap of scalar opera-
tions, counting storaze management and load/store costs, and
loop control to some extent, but still ignoring pivoting, ad-
dress calculations and termination tests for iterations

(a) for systems with n X n blocks, with STAR data

(b) for systems with 2 x 2 blocks, with STAR data.

Additional notes are provided in many cases. Timings 1(c) and 2(b) are
used in Section 10.C.
A few remarks on the timings are necessary. Since we eventually want

estimates for 2 x 2 blocks, the only loop control that will be counted is
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that on the main loops. Operations on n X n matrices or n-vectors are
assumed to be expanded into straightline code.

The address calculations that have been ignored here would be exe-
cuted in scalar mode, and probably can be completely overlapped with
scalar arithmetic operations in the LU factorization. Their effect on
the odd-even methods would be to increase the O(m) terms, m = '1og2N’, but
this probably represents only a small relative increase since the O(m)
terms consist of vector startup costs and are already large. While scalar
operations can sometimes destroy the efficiency of a vector code, we be-
lieve that our basic conclusions will not be altered by including address

calculations.
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1. Block LU factorization, using scalar operations mostly

Algorithm:

= )
solve di-l(ui 1 gi‘ ]_) (ci-l fi'l
d]_ = bi = ai u-_l
fl o vl - ai gi_l

Storage handling:
. -1
If desired we can overwrite d, - b, , 4 = a, d, - a,,u, »c.,
i i i el 1 i i i
X, = 3, - fi W The factorization loop needs to save either di and
2
£, oF ug and g8;» @ total of n + n stores and subsequent loads. If

X

di’ fi are saved then the second loop would be

for 4 = N=l; <o 5 1
solve di X = fi - Ci xi+l

with a corresponding increase in execution time.

Variations of the basic algorithm, with estimate of minimum runtime

due to load/store unit:

Version 1, a one-time solution.

initialization loads bl’ v

1
factorization loop loads ci-l’ ai, bi’ v,
stores ui—l’ gi-l

initialization stores xN

S ——
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back substitution loop loads u,s g

stores Xi

At 19 cycles per load and 16 per store,

2
total time = {19(4n2 4+ 2n) + 16(n° + 2n)} (N-1)

% 19" + 1) + 160w

= (92n° + T0m) (1) + 16n° + 35n

for n = 2, total time = 508N - 362

Version 2, factor + solve, A = (lj, Ty 0 €0, dj’ 0) (@, I, uj)
2
Factorization requires n (3N - 2) loads for A.
factorization loop stores di only, and computes

Version a.

by vector operatioas, vector length = N.

2

£. = a a = d.1
3
- 1507 + n) (MHS),

’ o w, =d,

b ] 1 ) j
2

total time = 19n" (3N - 2) + 16n

c.
J

2N + %(Snz - n)D + %(lan

D=7T.N+ 0., etec.

for n = 2, total time = 323.5N + 3421

Version b. factorization loop stores di’ U, computes 2€ by vector

operations, vector length = N.
total time 2 19n2(3N - 2) + 16n2(2N -1
- %(3n2 - n)D + %(Bn3 - 9n2 + n) (MS)
for n = 2, total time > 373.5N + 1769
Version c¢. factorization loop stores di’ u,, Zi.
total time = 19n°(3N - 2) + 16n>(3N = 2)
for n = 2, total time 2 420N - 280
Solution of Ax = v, given the factorization of A.
forward elimination loads Y1 initially
loop loads 21, Vi stores fi

solve dj gJ = fj with vector onerations.




back substitution loads Xy initially
loop loads us gi, stores xi
total time = 19(2n>(N-1) + 2nN) + 16(2nN)
2
+ -2];(1:12 + n)D + %(Zn3 + 3n~ - 5n) (MS)

for n = 2, total time = 302.5N + 1039

Timings:
1. Version 1, for initial comparison, arithmetic operations without
overlap, load/stores ignored.
102 1 3 2
s = =L, = 5 N
(a) {2(3n + n)tD+ g(len” + 9n Jn)(tM+ ts),,:\
2 5.3 2
- fn £+ (200 4 aT)LE, + ts)}
: 3 2 3 2
(b) with STAR data: (70n” + 1l4n~ = 2n)N - (60n” + 76n")

(¢c) for n =2, with STAR data: 1012N - 784

2. Version 1, for second comparison, allowing overlap and including
load/stores.
In the absence of facilities for direct testing on STAR, & scalar
code was written for the special case n = 2 and time estimates
computed from that code. The details are tedious and well-illustrated
by the simpler tridiagonal code in [L2], so they will not be given

here. The main time estimates are

initialize -~ loads + loop set up 200 cycles
factorization loop 400(N=-1)
initialize 250
back substitution loop 200(N=-1)

total time estimated to be 600N -~ 150 cycles

This timing is probably optimistic due to unforeseen memory and

overlap conflicts.
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Notes:

1. Gaussian elimination, taking advantage of the block structure, using

scalar operations, requires the same execution time as the block LU

factorization.

2. If uj» 1 =3 =N-1, is saved in the factorization, then ]]B[AN][lmay

be computed following the first loop at a cost of
((n-l)T+ + -maxﬁ(nN) + (n-l)c+ + cmax

using the vector maximum instruction. This yields 13N + 166 for n = 2

<

on STAR.
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2. (Odd-even elimination, using vector operations

We give the algorithm and timing for N = 7% 1, deriving formulae
solely in terms of N and m. Timing for other values of N is approximated

by setting m = rlogzNT.

(L .

Algorithm: aj = aj, etc.

far 4 = 2 0L ame (e = 21-1) vector
lengths
for each j = 1,2,..,N
solve b,(l)(d. Y. ©.) = (a,(l) c,(l) v.(l)) N, N-r
J ges J J !
take aj = Yj = 0, cj =0 4fF j < 1L or j >N
b.(l+1) = b.(l) - a.(l) Y. - c.(l) (o8 N-r
J J J J=T ) j+r
v.(L+l) = v.(l) - a.(l) G - c.(l) . N-r
J i J : J Jj=T 3 J+r
a.(1+1) = -a.(l) o, N=-2r
i P
c.(L+1) = -c.(l) ¥s N-2r
J J Jj+r

for each j = 1,2,...,N

@) ., @)

solve b, ”
J J J

Storage handling: temporary vectors are needed for the factorization of
bj(l) and for aj: Yj’ wj computed at each stage, and we can overwrite
bj(1~+1) - bj(l)’ a,(b+1) = aj(1)

j s etc.

Timing:
1. arithmetic only
b 2 1 3 2
(@ GGn® + 07+ 2(380° + 3n” - 50) T,
+ %(38n3 - 9n2 - Sn)Ts}Nm
1 2 1 3 2
+ {2(5n + n)o, + (380" + 3n° - Sn)oy

2
- %(38n3 - 9n" - Sn)cs)] m




1 2 1l 2 2
- {= ~ - =

Q(Bn n)TD + 6(46n 3n” + Sn)TM

1
+ E(A6n3 ) SR)TS} N
3 3 2 .2

+ {(n )TM + (2n” - 2n )rs + 5" + n)cD
3

2
+ 3n~ - Sn)cr}1

1
+ z(-10n

+ gl(-IOn3 + 150% - Sn)ds}

(b) with STAR data,

2]
51(33:13 + 180 - mhe %(8740113 + 23630° = EE9nm

3

1
-Z(Aén3 % nt )l = %(2282n - 20370° + E4on)

(c) for n = 2, with STAR data,

94.5 Nm + 12999m - 93.5N - 1901.

(1i+1) aj(l)’ Cj(1+l) - cj(l), it is necessary

to develop the products one row at a time in a temporary vector, and

2. With overwriting of aj

then use a transmit operation on the whole row. For specifics see

the discussion of odd-even reduction to follow. The added cost for

loop control and transmit instructions is
m=-1 4
4L0m + i=1 ZnC%n(N-Zl) + 91) = 40m + nz(N(m-z) + 1) + 182n(m-1),

. or 4Nm + 404m - 8N - 360 for n = 2.
(a) with STAR data, total time is
1 3 v 1 3 2
Z(JSn + 23n" - n)Nm + 3(8740n + 2343n" + 443n + 240)m

—%{&6n3 + 9n2 + n)N - 51(2282n3 - 2043n2 + 1741n)

(b) for n = 2, with STAR data, total time is

98.5Nm + 13403m #*101.5N - 2261.
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Notes:
|| B{A]|| may be computed in the first time through the loop at a cost

1

of ((2n—1)1+ - Tmax)(nN) + ((2n-1)q¥ + chax)' This yields 15N + 308

on STAR. ]IB[Hi]i|may be computed at a cost of 15(N - 2™ ©)

for n = 2

+ 308 at the appropriate time through the loop.
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3. 0Odd-even reduction, using vector operations

As with odd-even elimination, the algorithm and timings are derived

for N = 2" - 1. For general N take m = r10g7N7 in the timinz formulae,

<

even though m = rlog2N+17 is the proper choice. The algorithm is given in
detailed form, using the data layout and storage handling described in Sec-

tion 10.B. For the basic form, see Section &4.D.

(D a, m

Algorithm: A Vi N =2

= A, w

b
¢L O L0 ...), length n N* bits

set up control vector z

cost not counted in timing, but = one instruction on STAR

for L= 1, 2, ooy ool (W, = sl T N * = gkt

(1) (i)

odd-even separate A y W

)

% 2 =
8 compress operations, cost = %;(3n + n)Ni* + 736

factor b, (1)

2gpg ¢ @S AN )

: : 2 i
factorization overwrites b,, . ( )
(._]'*‘l

need a temporary vector, length Ni+l*

>
cost = %(n2 - n)D + —é—(Zn3 = 3n" + )M+ 9),

vector lengths = N ol

]
@5 (1) s G
solve sz+1

%3 441 2341 Taj

a (1) (1) (1)
(@1 %2441 Y2341

(i)

, etc.

(1)

( )

Jo (B 23 SWe o)

1

(1)
“2j+1 overwrites a2j+l

need a temporary vector, length Ni+l*

cost = (2n + 1) (nD + (n2 -nM+ 8)),

1 = *
vector lengths Ni+1

(1+1l) _ (1) _ (1) )y _ (1) (i)
bj sz aZj N c

overwrites b (2

2]

need a temporary vector, length Ni+
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cost = 2n3(M + S)

for simplicity, take vector lengths = Ni+ *

1
(48 | . (0w (0 _ . AD (1)
¥ 24 %25 %231 €23 Py
overwrites w .(1)
2]

need a temporary vector, length Ni+1

cost = 2n2(M + S)

for simplicity, take vector lengths = Ni+ *

1
(i+1) _ (1) (1)
3 %15 s 1
(1)

overwrites aZj » product developed one row at a time:

» (253 = Ni+ )

for k= 1, ..., n

for 4= 1. veey B

: (1) (i) )
BT Mz Mgy s GELENRLY
for' T =2, .i.; 0
. (1) (1) o
“45 7 %25 Y Akr,25 0 %rg25e1 0 A SI SN
= - Sn: % § S
e A St TR e R Bt ™

cost = n3M + (n3 - nz)S, vector length = NL+1’

+ n transmits, vector length = nNi+1*.
need two temporary veciors, lengtli = nN. and N,
e o o] Yy TS, gth N1+1 N1+

(i+1) _ (1) (L) N
Cy €29 Yopr <+ (1 ®) =N, -1

(i+1)

1

as for a
J
solve bl(m) xl(m) = wl(m), scalar mode

2 3 2

cost = %(n + n)D + %(Zn + 3n” - 5n) (M + S)

for L s mel, ..., 1

(1) (1) (1) _ (1+1) (1) (i+1)

= - - < <
*2 541 P2 5+1 T Yoq1l  Fgel p AV E] N

(1)
overwrites th+1

cost = ZnZ(M + S), vector length = Ni+1*

1

)




xj(i+1)

- temporary

cost = transmit, vector length = nN, _*

i+l
(1) (1)

merge X , temporary — x

2j+1

cost = 3nNi* + 123

Timings:

1. arithmetic only,

(a) {%(:’»n2 + n)TD + —é(3Sn3 + 159" = 50) T\,

+ %(38n3 % B - sy Jov-1)

+ {%(SHZ + n)cD + %(38n3 + 15n2 - Sn)cM

+ %(38n3 & O - 50) 0} (m-1)
+ {%(n2 +n)ty + %(zn3 + 3n° - Sapit, + £

3

(b) with STAR data: %(38n + 31n2 - n)(N-1) +

31(8740n3 + 5103n% - 649n) (1) +

3 2
(10n~ + 38n° - 2n)

(¢) for nmn =2, with STAR data: 106.5N + 14839m - 14717.5

2. with loop control and storage manipulation (compress, merge, transmit)

using STAR data,

(a) forgeneral n, add 80m + %(55:12 + 43n) (N-1) + (182n + 950) (m-1)

(b) for n =2, add 76.5n + 139%m - 1390.5, so

total time = 183N 4 16233m - 16108
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Notes:

1.

An estimate for IlB[A]II may be computed in the first time through the
first loop at a cost of (2n-D7 + Tmax)(Nn/Z) + (2n-Do, + L E
This yields 7.5N + 308 for n = 2 on STAR. The estimate of || B[A][[ is
simply the maximum row sum taken over every other block row. The true
value of || [A]]| could be found by computing the remaining rows of B[A],

but this is more expensive and defeats the purpose of odd-even reduction.
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4. p=-fold reduction

The algorithm and timings are given for N = pm - 1, p 23. For general

N, take m = flogpNT = m/logzp, m = rlog2N1; m TiogpN+1’ is actually the

proper choice.

Algorithm: (see Section 6.A for details), Ni

L}
O
]
=
.

for i =1, ..., m-1
for each k =1, ..., N b
LU process on Ak

for each k = 1, ..., Ni+1

UL process on Ak+1

tL1) 2y
generate A(l+1’, w(lTl)

(m _ M _  (m
B

for i = m-1, ..., 1

solve b

for each k=1, ..., N 1

bt T
D5 %
back substitute for xkp-j’ 1 3 p-1
Timing:
2 oo B 2
1. (a) for general n, {(5n° + a) Ty + 3(26n° + 3n° - 50) Ty,

+ L2en? - 302

Sn)TS} (N-p+1)

2 1 3 2
+ {5n° + n)c'D + 3(26n + 3n° - Sn)o’M

+ %(26n3 - 3n2 Sn)cs}(ipl)(p-l)

+ {%(nz + n)tD + -51-(2n3 + 3n2 - Sn)(tM+tS)}

(b) with STAR data, %(26n3 + 21n2 -n)(N=-p+ 1)

3

+3(5980n° + 2769n - 649n) (A1) (p=1)

~ (10n3 - 38n2 - 2n)




Notes:

i3
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(c) wusing STAR data, n = 2: 145N + (192065 - 19351) (p-1) + 228

= 145N +19206m -l-ﬂi) - (19351p - 19579) i
0g,P

data manipuiation costs are outlined in Section 10.B. We have not

derived the complete timing formulae, as the method is expected to be

too slow.

In the arithmetic timing, for p 2 3, p-fold reduction is always cheaper

than (p+1)-fold reduction for any n. Comparison of 2-fold (odd-even)
and 3-fold reduction yields an ﬁ(n) such that if N = N(n) then odd-even
reduction is faster. Although we have not determined ﬁ(n), the block {
LU factorization will probably be faster than either reduction method

for N < N(n). Similar results should hold when overhead costs are

included in the time estimates.
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5. Mixed odd-even reduction and LU factorization
(k+1) x(k«l-l) o W(k+1)

Algorithm: do k odd-even reductions, solve A by the

LU factorization, and back substitute.

Timing: (based on N = " g 1)

9
1. (a) {%(Sn“ + m)ry + %(38:13

3

2 [ -~
+ 15n~ - )n)-M

m-k

+—é(38n % 8nf = Sn)ﬂ's}(N +1-2"N

n . 1 3 Porpe, L

+ 12(5n + n)c’D + 6(38n = ESm = :n)c&
2
* %(38!13 + 3n° - Sn)cs}k

1 2 1 3 2 m-k
+ {—2-(3n + )ty + 2(l4n + 9n” - 50) (t, + ts)}(z -1

2 3 2
- {n By # (0 4 n )(t:M+ ts)}

The timing difference between odd-even reduction and the mixed algo-
rithm will be an expression of the form qh(m-k) - Sn(zm-k) . and k
should be chosen to maximize this expression. For n = 2 using STAR

data, we have e =~ 14839, Sn = 905.5, M 13028, k = m-5, yielding

&

(c) 106.5N + 14839m - 46908.5

[5%]
.

For n = 2 and STAR data, the polyalgorithm time is
183N + 16233k + 417(2m-k) + 33, and the optimal choice is k = m-6,

yielding

(b) 183N + 16233m - 70677
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6. Incomplete reduction

(k+1) y(1<+1) £ w(k+1)’

Algorithm: do k odd-even reductions, solve D[A ]

(D (L

back substitute to obtain y =y ~ X = x,

Timing: (based on N = 2m - D
) 2 1 3 2
1. (a) {2(5n + )Ty + £(38n” + 150" - 50) Ty,

% %(3&13 = 30 = smyt} v+ 1 - gy

2 (5a2 ; T 2
+ 2(Sn + n)c‘D + g(38n + 15" - Sn)c.\I
2
+ —1(38n3 + 3n° - 5n)o_Jk
6 S

el, 2 b - : omek
+ Lz(n + n)'TD + 6(2n + 3n 5n) (TM + Ts)}‘z 1)

L, 2 1 3 2
+ {2(n + n)cb +2(2n” + 30" - Sn)(cM + cs)}

(b) general n, STAR data:

3 3

+ 510%8% - B49n) Xk

- (O + 605y @TE - 1 4 -61-(460n3 + 1191n% - 649n)

7(38n” + 31 - n)N + 2(8740n

(c) using STAR data, n = 2: 106.5N + 14839 - 96(2™ %) + 1287

2. (a) general n, STAR data:

Z1(38n3 + 86n% + 42n)N + %(8740n3 + 510302 + 4430 + 5700)k
3

- Zl(ssn + 790" + ™% . 1

3

+ 24600 + 1191n° - 1651n) + 80(i+1)

(b) n = 2, STAR data:

1838 + 16233k - 176.52™ %) + 1113.5

and
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7. Jacobi iteration, semi-iteration

(1)

y(:‘.+1)

basic step: = B[Aly + D[A]-lv

for each j=1, ..., N

(i+l) _ vi-ay, (1) (1)

solve b.y. - Cc.y.
i Jed=1 37 3+1

Timing (identical for both vector computer models):

3

b B 1 2
1. (a) E(n + n)(TDN + cb) + g(Zn + 15n" - Sn)(('rM + *S)N + (cM + cs))

1. (b) =2. (a) using STAR data,

3 + 395102 - 649n)

9) 1
2(2n’ + 190 - WY + £(460n
1. (¢) =2. (b) wusing STAR data, n = 2: 22.5N + 3031

Optional preprocessing, times for n = 2, STAR data

1 ive b ol v @)l =(a, e v,
(1) solve J(a v wJ) (a. ¢ vJ

35 = 1 3
cost = 38.5N + 4367. The basic step is then
(i+1) (1) (1)
: =R =y =N
L %37 %51 LTSI

cost = 12N + 1840.

(2) factor bj’ cost = 3.5N + 367. The basic step is unchanged from the
original, but cost is 19N + 2634. This is used in the mixed incom-

plete reduction/Jacobi algorithm.

Semi-iteration, basic step:

§(m) (m)

= result of Jacobi step from y

(m) _
5 gy ©

=1/ - 0¥/ ),

;(m) . y(m-l)) - y(m-l)

“nel

p = p(B[AD.




Timing, n = 2, using STAR data: 26.5N + 3408, or 16N + 2217 with the first

preprocessing.

Notes:

1. varga [V3, p. 139] shows that for Jacobi semi-iteration,

s/
. e 0
1@ s (g2 )i 1
L+ -1)

T
b p,/l-
(i)

e = -

A conservative estimate for the number of iterations needed to obtain
||e(n)lls 1/N||e(O)H is n = 2logN / (-log (1, -1)). It follows that
the execution time for an iterative solution is O(N log N) vs. O(N)

for the hetter direct methods.
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8. Incomplete reduction plus Jacobi iterations

(rD) ) (kD) | (ktD)

Algorithm: do k odd-even reductions, solve D[A do

(k+1)

4 Jacobi iterations to improve y , and back substitute.

(tD) | (kD) _ (kD)

, we have factors for

]

As a result of solving D[A

(k+1)

D[A ]. This means the cost is (using STAR data, n = 2)

1. (c) 106.5N + 14839k - 96(2™°K) + 1287 + £(192™ %) + 2615).
2. (b) 183N + 16233k - 176.52™ %) + 1113.5

+ 219¢2™ ") + 2615).
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